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Recent technological advances – in automation, robotics, artificial intelligence, and other areas – have provoked intense concern about the future of work. Perspectives range widely, from more enticing views of abundant leisure, to more disturbing visions of widespread unemployment and deepening social divisions. Almost daily, machines seem to acquire new capacities that again prompt speculation about where the jobs of the future will come from, whether they will be of good quality and fulfilling, and how future workers can best prepare to do them.

Our report offers a detailed Australian perspective on these issues. It reviews a large body of evidence about technological changes, and attempts to assess their likely implications for the Australian workforce and skill requirements in the coming decades. As an industrialised nation with strong international trade links, Australia’s economy is shaped by global forces of technological change. This does not mean, however, that these forces have inevitable or identical effects in every location. Australia’s particular context – its distinctive institutions and policy settings – will ultimately shape how common technological forces are manifest.

A central and recurring theme of our report is that Australian policy makers have choices about how, and how quickly, technology’s effects are felt. While the pace of change can be confronting, technological progress is not something ‘happening to us’, but a process under our control. The challenging task for governments, social actors and the wider population is to gain some understanding of the forces at work, in order to harness the potential for good and, if possible, minimise the harmful consequences. This report contributes to building the knowledge base that is needed for informed choice and action.

Our analysis is presented in five main sections, each of which is briefly summarised below. The report’s structure moves from more general, international content in early sections to more specific, Australian-focused conclusions in its later sections.

Section 1, ‘Frontier Technologies’, reviews the main current and emerging technologies that are having the most disruptive effects internationally on labour markets, jobs, and workers. We show that the pace and pervasiveness of technological change has increased, due to the convergence of several mutually enabling innovations, which together have brought about a ‘paradigm shift’ in how technology is applied in business and the labour market. While the displacement of some human workers is familiar in older industries such as agriculture and manufacturing, newer technologies also appear to be acquiring proficiency in more complex tasks that were previously thought to be ‘safer’ from similar effects.

Section 2, ‘Employment Effects of New Technologies’, examines how technological change is likely to impact on two distinct aspects of work in the future: first, the total quantity of work available for humans and, second, how that work is distributed. On the first point, we find no convincing evidence that work on the whole is disappearing, despite many new and old predictions that the ‘end of work’ is imminent. Most such accounts overemphasise the job destruction effects of technology, while ignoring or understating its equally important role in job creation. While today’s advancing technological frontier may accelerate the rate at which old jobs are lost, it will also have offsetting effects that are difficult to predict, but that could conceivably equal or exceed the numbers lost. Historical evidence suggests that the process of economic development is surprisingly effective at generating sufficient new jobs, in unfamiliar fields, to maintain high levels of aggregate employment in the long term.

On the second point, however, there is strong evidence to suggest that the distribution of work is changing – and will in all probability continue to change – as technological progress gathers speed. Machines appear increasingly likely and able to substitute for humans in the performance of routine
tasks, while complementing us in the performance of non-routine tasks. This ‘routinisation’ hypothesis is supported by empirical evidence from studies in a variety of developed countries, including Australia. The demand for humans to undertake abstract, cognitive tasks has increased strongly (and has been supported by a rapid rise in the proportion of workers with post-school qualifications), while the demand for workers to do routine tasks has fallen and is threatened further by technological progress. Importantly, this bias towards non-routine tasks is influencing the structure of employment both within and across occupations. Even in jobs that are not forecast to disappear, there is likely to be some transformation in job content, associated with a higher intensity of non-routine tasks.

Section 3, ‘The Australian Context’, examines specificities in the Australian economy, labour market and workforce that affect how the global technological paradigm shift will play out here. We see several grounds for optimism about the future when looking at how Australia has weathered the impacts of technological disruption to date. Compared with the United States, Australia’s labour force participation rate has proven more resilient (for both sexes) and we have not experienced nearly the same extent of widening in earnings inequality (or, by some measures, in broader indicators of household income inequality). While there has been a progressive change in the underlying occupational structure towards jobs entailing more abstract task requirements, this shift in skill demand has not been accompanied by any substantial worsening in participation or inequality. These achievements are laudable, and suggest that Australia’s institutions and policy settings continue to exert an important influence over how global technological and demand shifts are translated into outcomes.

We are sceptical of claims that Australia will lose 40 per cent of its workforce to automation. Our assessment, based on a careful reading of the evidence, is that this represents an upper limit to the likely changes we will see. While many Australian workers will be affected by impending technological change, for most the impact will be less dramatic than the loss of their entire job and livelihood. As in other developed economies, more Australians will be forced to alter how they spend their working hours, as machines become more proficient (and cost-effective) at a wider range of today’s human tasks. We cannot anticipate exactly how far or how quickly this process will run, but on the best evidence it seems likely that competence in performing unstructured job tasks, especially those of a cognitive variety, will best serve the needs of the future labour market and provide workers with the greatest possible protection against job loss and redundancy.

It is encouraging to see the strong investments that have been made in recent decades to ‘upskill’ the Australian workforce and broaden access to formal post-school qualifications. Further investments of this kind are needed, and as far as possible this access to education should be extended equitably, to avoid exacerbating the tendency of technological changes to be polarising in their effects. Investments in technical skills should also be augmented by an increased commitment to providing future workers with a broader set of competencies – in areas such as communication, teamwork, and empathy – which remain uniquely human skills, and the foundation for our advantage over even the most sophisticated of machines.

Section 4, ‘Possible Futures for Work and Skills in Australia’, looks ahead and offers a fuller assessment of the likely future trends. We describe the main methods used to predict the labour market impacts of technological change, and evaluate the most prominent recent reports deploying these methods. The best evidence suggests that automation and artificial intelligence are having modest impacts on job destruction at the moment, and that this is unlikely to change dramatically in the near future. Predicting future employment growth is more
difficult, but Australian projections point to the likelihood of further strong growth in industries like health and human services, professional, scientific and technical services, and education and training.

Scenario planning offers another useful tool for anticipating possible futures and can help policy makers both to envision and then to steer toward (or away from) certain directions. We examine four major recent scenario-based reports from Australia and other developed countries, and attempt to draw out their similarities and differences. Optimistic scenarios generally see a future of secure, meaningful work, with an emphasis on minimising drudgery and alienation. Australia is arguably well-placed to move in this direction, but will have to do much more to limit the negative individual and community effects of continuing routine job losses. Scenarios with a mixed outlook anticipate increased levels of labour market polarisation, and there are strong indications that Australia’s future labour market will move further in this direction. Finally, pessimistic scenarios are consistent in predicting deepening social and economic inequalities, reduced labour protections, and fundamental weakness in the future labour market. Australia has not drifted far in this pessimistic direction, but there are signs of significant problems emerging, with persistent low wage growth, destruction of routine occupations, and extensive casualisation of the youth workforce. Policy intervention in these areas would help to avert the risk of Australia’s future labour market moving closer to the more pessimistic scenarios.

Section 5, ‘Conclusion’, summarises our assessment of the available evidence, the nature of the policy challenge, and our views about the likely future course for labour market and job changes in Australia over the coming years.
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Periods of rapid technological change are typically accompanied by significant concern about their social and economic impacts. Mokyr and colleagues (2015) point out that apprehensions about the potential for technological unemployment, and consequences for human welfare more broadly, have accompanied technological advancement for centuries. Similarly, each wave of technological change is accompanied by a debate about the extent to which technology is driving progress: ‘hard’ technological determinists grant technology the agency to drive social and economic change, while ‘soft’ determinists argue that ‘the history of technology is the history of human actions’ (Marx and Smith, 1994: xiii).

While technological change is always a feature of economic development, many observers are increasingly convinced that the current wave of technological change is qualitatively different from previous phases. Every day, we are reminded of new technologies that promise to upend social and economic life. On waking in the morning, we are more likely to turn on a smartphone or tablet than to open a printed newspaper in search of the news. There, we encounter reports of robots taking jobs that were previously done by humans (Miller, 2017), the impending arrival of driverless cars and delivery drones (Wingfield and Scott, 2016), and stories of start-up businesses challenging long-accepted notions of work and consumption (Redrup, 2015).

This section describes some of the existing and emerging technologies that are spurring this renewed public interest, and that are likely to have disruptive impacts on the world of work in coming decades. We examine their uses and possibilities, and how these new functions are shaping how future work will be done, including a brief examination of the ways technology is radically impacting business models. It is beyond the scope of our discussion to exhaustively explore these topics. Instead, what follows is a brief overview of the technologies most likely to be disruptive for jobs and labour markets in the foreseeable future.

Technological change goes hand-in-hand with economic growth and is generally seen as a driver of higher productivity and living standards. It is also frequently ‘disruptive’ in the sense that it can enable the rapid displacement of incumbent workforces, businesses and work practices. For our purposes, ‘technology’ is a set of applied pieces of knowledge, both practical and theoretical, usually scientific or technical in nature, which may take the form of ‘know-how, methods, procedures [or] experience of success and failure’ (Dosi and Kogut, 1993: 249).

There is broad agreement among academics and policy makers that recent developments in information and communication technology (ICT), computer-based technologies (CBT) and artificial intelligence (AI) have brought about a technological paradigm shift (Gahan et al., 2017). Such shifts occur when technological advances cause a substantial discontinuity in the underlying assumptions and beliefs that have previously informed the use and application of technologies (Ho and Lee, 2015: 129).

This paradigm shift — described by some as a ‘second machine age’ (Brynjolfsson and McAfee, 2014) or a ‘fourth industrial revolution’ (Schwab, 2016) — has not been driven by any one particular technology, but by the convergence of numerous, mutually-enabling technologies. A prominent example is Instagram, which created a photo-sharing social media app that was able to displace previous industry leader, Kodak. It managed to do this not because of any one technology, but because of network connectivity and high-resolution cameras converging in the form of smartphones (Leslie, 2014).

Brynjolfsson and McAfee (2014) argue that one of the central technological advancements enabling today’s ongoing paradigm shift is the dramatic increase in the processing power of computers that has occurred over the last 50 years. The authors point out that the growth of computer capacities...
has closely followed the prediction encapsulated by ‘Moore’s Law’: that the processing power of computing hardware would double approximately every two years. Moore’s Law has proved a reliable predictor of the exponential growth in underlying computing capacity,1 which has helped to facilitate rapid improvements made in areas like computer vision, machine learning and problem-solving capacities, and other elements of computer technology (Mitchell and Brynjolfsson, 2017). All of these developments have had a transformative effect on ICT and CBT and have begun to facilitate rapid advancements in AI.

1.1.- ICT as a driver of innovation

Both economically and socially, developments in ICT have had a particularly profound impact. ICT represents the ‘converging set of technologies in microelectronics, computing (machines and software), telecommunications/broadcasting, and optoelectronics’ (Castells, 2010: 30). Ford (2015) suggests that ICT is having such a profound effect for two reasons. First, it has evolved into a true general-purpose technology, meaning that it is not confined to one industry sector but can be applied in a myriad of contexts. Nor is it geographically bounded, as the technologies (generally) move quickly across borders. Second, ICT is enabling the development of other areas of technology, like the cognitive capacity of machines, to the extent that these can increasingly match or even outperform humans in undertaking more complex tasks.

These factors have allowed ICT to play a key role in driving innovations in all areas of the economy (Howcroft and Taylor, 2014). The impact of internet-enabled smartphones, for instance, is not isolated to one industry or occupation. Rather, these devices have facilitated new levels of connectivity and monitoring between employees and employers in all sectors (Bersin et al., 2016), and have driven innovations in business models that have displaced leading incumbent firms in a range of industries (Cohen and Kietzmann, 2014).

In recent decades, the disruptive impact of new technologies has perhaps been most visible in the robotisation and automation of jobs that were previously performed by humans. This process is most advanced in areas of manufacturing and administrative services, where many jobs previously consisted of routine tasks (Brynjolfsson and McAfee, 2014). Referred to as ‘routine-biased technological change’, this phenomenon occurs because computers can most straightforwardly substitute for workers in performing routine cognitive and routine manual tasks that follow explicit, codified rules (Levy and Murnane, 2004).

Since the arrival of automatic teller machines, for example, bank tellers perform far fewer transactional tasks, such as customer withdrawals, which are easily accomplished by a machine. More recently, transfers and other tasks are increasingly completed through internet banking. The role of a bank teller now consists more of sales and customer service tasks which cannot easily be performed by a computer (Hunter, 2001). Customer inquiries are increasingly managed through automated inquiry robotics deploying natural language programming, displacing the need to route such inquiries through call centres. In the manufacturing sector, assembly lines that previously employed hundreds of workers are now operated by machines with just a few people as overseers (Sherk, 2010).

Some emerging technologies, however, have begun to displace human labour in more complex cognitive and manual tasks that were previously thought to be impervious to automation. One of the technologies facilitating this phenomenon is the so-called ‘internet of things’. This refers to the interworking of different physical devices through a series of internet-enabled sensors and electronics. These ‘smart’, connected devices consist of three elements: their actual physical parts (like the body of a drone, smartphone or car), smart components (such as data storage capacity or sensors) and connectivity
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1 Recent evidence suggests, however, that Moore’s Law is facing a technological limit (Simonite, 2016).
capacity (wifi or network connectivity) (Porter and Heppelmann, 2015). Sometimes known as ‘pervasive’ or ‘ubiquitous’ computing, this phenomenon has wide-ranging implications for jobs. In the health sector, for example, internet-enabled devices like heart monitors can relay diagnostic information from patients to medical professionals automatically and in real time (Susskind and Susskind, 2015). Looking forward, major corporations such as Amazon and Google have begun to experiment with internet-enabled delivery drones and autonomous vehicles, both of which threaten to displace large workforces (Porter and Heppelmann, 2015).

Firms are also exploring applications of the internet of things in managing workers. A recent report suggests that employers can improve employee productivity by using the internet of things to monitor—through devices like ‘smart’ wristwatches—where workers are, who they are with and what they are doing (Bersin et al., 2016). Firms are increasingly investing in so-called ‘people analytics’, or the analysis of data from the internet of things, to gauge employee performance and inform decisions around recruitment and selection (Peck, 2013). These applications carry the potential for higher productivity, but also raise concerns about employee privacy and the possibility of invasive overreach (Bersin et al., 2016).

Internet-enabled devices collect and process unprecedentedly large amounts of data and are contributing to a new technology known simply as ‘big data’. This term is used to describe the massive datasets that are captured from individuals’ interactions with internet-enabled technologies. Big data analysis seeks to reveal patterns, trends and associations, especially relating to human behaviour and interactions (McAfee and Brynjolfsson, 2012). The analytic capacities of these computer programs exceed those of human beings and are still evolving; however, big data is already being used in a number of contexts. An example is vehicle manufacturers collecting data on customers’ driving habits from their cars’ on-board computers. This data is collated and analysed computationally, providing insights about how products can be better designed, built, and serviced (Porter and Heppelmann, 2015). In the retail sector, online stores enable firms to study what customers purchase, what they browse and how they are influenced by reviews and page layouts (McAfée and Brynjolfsson, 2012). In the future, Susskind and Susskind (2015: 59) suggest that big data will play a role in education, where progressively more complex datasets will be maintained on students, with a view to developing ‘learning analytics’ and individualised teaching plans.

Big data has helped to facilitate significant advances in AI. Arguably the most advanced area of AI is ‘machine learning’, or the capacity of computer programs to change or ‘learn’ when exposed to certain data inputs. For several decades, AI has gone through a series of ‘hype cycles’ followed by ‘winters’ when interest and funding ebbed, but many participants and observers believe this time is different (Knight, 2016; Walsh, 2017). Confidence has been buoyed by recent significant advancements: tasks that were thought to be safe from automation, such as describing what is in a photograph, discerning human emotions and judging the space in a room, are increasingly within the power of computers (Lee, 2017). The applications of these new capabilities are likely to have wide-ranging impacts: for example, the ability to judge the space in a room may soon give machines the capacity to replace human beings in tasks like cleaning an unfamiliar space or painting a wall. It is likely that these developments will continue, with Google, Microsoft and Amazon having pledged to make their machine-learning tools universally available. Lee (2017) notes that when other technologies have been made widely accessible in this way, rapid advancements have quickly followed (e.g., when Apple allowed third parties to create and distribute apps for its devices through the app store).

The corporations mentioned above plan to share their AI tools through their ‘cloud computing’ packages. Cloud computing allows data to be stored in a virtual architecture of remote servers via the internet (Bradlow, 2015). The data is managed by a hosting company that charges a client for
on-demand data storage, which reduces costs significantly and frees the computer user from the need of a physical infrastructure. In addition to storage, hosting companies routinely provide data processing services. Cloud computing has already begun to facilitate increasingly flexible work arrangements, including ‘telecommuting’ and virtual working arrangements. In extreme examples, like tech companies Mozilla and Upworthy, organisations have done away with physical offices altogether and rely entirely on digital communication to coordinate their teams (Kane, 2015). These developments will require workers and firms to negotiate new arrangements for workspaces, computer hardware and software, and boundaries between work and non-work time (Holtgrewe, 2014).

Another emerging technology with potentially wide-reaching employment implications is the ‘blockchain’. A recent CSIRO report described this as: ‘...both a database, recording transactions between parties, and also a computational platform to execute small programs (called ‘smart contracts’) as transactions... [it] is a distributed database, replicated across many locations and operated jointly by a collective’ (Staples et al., 2017: 3).

The blockchain was developed to support transparent, accountable transactions with online currencies like Bitcoin (The Economist, 2017). However, many new uses of the technology are being explored, including potential applications in areas from elections to orthodox financial transactions, and supply-chain monitoring. Staples and colleagues (2017) suggest that the blockchain could usurp the role that has traditionally been played by accounting and law firms in overseeing, facilitating and monitoring transactions and changes in legal documents. Governments have also begun to explore applications of the blockchain for collecting tax and administering social welfare payments (Walport, 2015).

Several other emerging technologies are also likely to have a disruptive impact on the world of work in coming decades. 3D printing (manufacturing techniques that create objects by printing in layers based on digital models) and unconventional energy storage (advanced items that store energy for later use) will have unforeseeable effects on the future makeup of the workforce and the labour market (Dobbs et al., 2015). Next-generation genomics, or fast, low-cost gene sequencing and synthetic biology, is likely to have significant impacts on health diagnostics and treatments, as well as on agriculture (Dobbs et al. 2015). However, the technologies described in more detail above are those we consider likely to have the most profound impacts on future jobs, in part because they facilitate other related innovations. Again, no single technology has catalysed the current technological paradigm shift. Instead, the convergence of various technological advancements has led to the disruptions that are today spurring the renewed interest in the future of work.

1.2. - Second-order innovations: New business models

While it is imperative to understand how technology itself is evolving, second-order effects can be equally consequential. Before a new technology can disrupt jobs and skill demands, it must first be applied, via a new business model or process. For this to occur, businesses must believe that a technology will be more cost-effective than an existing process—or than human labour itself—in the long term. We thus consider briefly how new technologies are being commercialised, and how they are reshaping business models.2

Chesbrough (2010: 355) observed that ‘a mediocre technology pursued within a great business model may be more valuable than a great technology exploited via a mediocre business model’. In some instances, technologies are adopted by firms that can use their existing business model to extract value from the new technology. In other cases, existing
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2 Here, ‘a business model’ is the set of decisions that together govern how a business brings in revenue, incurs costs, and manages its risks (Girotra and Netessine, 2014).
firms can change their business model in order to commercialise a technology and make it profitable (Chesbrough, 2010). However, in some cases the logic of a technology gives rise to entirely new business models, facilitated by or designed to meet (or both) the capacities of that technology (Cohen and Kietzmann, 2014).

Perhaps the most pervasive effects of technological business model disruption are seen in the rapid emergence of online labour markets. Some online labour markets, such as Seek and LinkedIn, connect workers to traditional employers. Others, such as Uber and Airtasker, connect workers to people and firms who want discrete, time-limited tasks completed. These ‘gigs’ range from unskilled, in-person services, such as delivering food or cleaning out a spare room, through to skilled tasks, such as software coding or graphic design. In the case of in-person or ‘app-based’ services (e.g., Uber and Deliveroo), new business models have been facilitated by the ubiquity of smartphones with integrated location, communication and payment capabilities (Moon, 2015).

However, some authors argue that media coverage and academic concern has focused too narrowly on the in-person ‘gig economy’ at the expense of understanding how a less visible online marketplace is reshaping skill demands (Bernhardt, 2016). In particular, scholars have raised concerns about the growth of ‘North-South’ markets for skilled tasks, whereby companies in developed countries commission tasks via online platforms to be completed by workers in developing countries (Agrawal et al., 2015). In this way, new technologies are facilitating the rise of a truly global labour market, whereby skilled workers compete for tasks irrespective of their location (Beerepoot and Lambgrets, 2015). This, in turn, raises concern about a ‘race to the bottom’ on labour standards or, as Dunn (2015: 67) put it, ‘a global reverse auction for jobs’.

These business practices have been enabled by the proliferation of computer and internet access in the developing world, software programs like Skype and Slack, and cloud computing, all of which have made collaborating with people over long distances more viable and productive (Baldwin, 2016; Beerepoot and Lambgrets, 2015).

Taken together, the technologies described here are having—and are likely to continue to have—significant disruptive effects on the job market, workforce, and skill requirements globally over coming decades. While the exponential growth in computer processing power has facilitated other technological innovations, no single development has proved a ‘game changer’. Instead, we have argued that the convergence of many and varied technologies has been mutually-reinforcing. We next consider the impacts of these technologies on the quantity of human work available, and how the distribution of that work is changing.
2. Employment effects of new technologies

Recent years have seen an extraordinary burst of interest in the connections between technology, work and the labour market. The appetite for discussion of these issues seems near-inexhaustible at the moment, perhaps owing to the pace of change felt by many, and anxieties that the discourse has generated about where the jobs of the future will come from, whether they will be of decent quality, and whether enough of them will be available. The sheer volume of current discussion around these issues is itself contributing to the impression that momentous changes are underway.

In considering how today’s technological developments are likely to impact on future work, two main issues require separate discussion, and these provide a structure for our review:

1. How do technological changes affect the total quantity of (human) work available? Will machines become so proficient that humanity can collectively and permanently reduce its workload?

2. How do technological changes affect the distribution of the available human work? This is a question about the types of work demanded, rather than its total quantity. Shifts in employment composition are a normal part of economic development, but there are concerns that these shifts may now be occurring in different ways, due to current and emerging technologies. The distributional consequences of technology are linked to concerns about growing inequalities in the labour market, particularly as related to changes in employment levels and earnings by education level or skill.

The changing nature of work has been studied from many different angles, and our review attempts to cover the best evidence from each of these perspectives. Some authors have studied changes in the overall occupational structure of employment or the demands for particular skill sets. Others look at changes in the task composition of particular jobs. Still others study earnings, to see how the labour market is rewarding different types of skills.

There are also important differences in the time period of focus for different studies. Some attempt to explain or interpret past changes. Such historical studies may provide guidance about future developments, even if this was not the original authors’ intention. A different branch of the literature attempts more explicitly to predict future trends, by casting forward from the present with projections or forecasts. In general, such ‘prospective’ studies are less empirically robust than retrospective studies, and must be interpreted cautiously due to the risk of prediction errors. The appeal of prospective studies, however, is that they pick up on the latest technologies and can, within limits, inform thinking about whether their potential effects are likely to be substantially different from those observed in the past.

2.1 - Is ‘the end of work’ near?

The future of work literature has frequently included contributions prophesying an end to work itself. Titles such as The Jobless Future (Aronowitz and DiFazio, 1994), The End of Work (Rifkin, 1995) and, more recently, Why the Future is Workless (Dunlop, 2016) (among many others) have linked technological advances to the elimination of conventional human work. While the technologies of concern may have changed – from personal computers to robots and, most recently, artificial intelligence – the underlying message has not: we are entering, or are on the cusp of, a radical technological paradigm shift that will bring about an end to work as we have known it. While some authors clearly dread this prospect, others cheer it as an opportunity to remake contemporary economies, and break our dependence on work as a source of income, status, and meaning (e.g., Srnicek and Williams, 2015; Thompson, 2015).
Labour economists have usually been sceptical or dismissive about assertions that the end of work is near. They point out that there is no fixed quantity of work to be done (the ‘lump-of-labour fallacy’), and thus automating one job or set of tasks does not lead to a permanent reduction in employment. Instead, the labour market is seen as dynamic: the expectation is that new (and often unforeseeable) jobs are created as old ones disappear.

In a major recent expression of this viewpoint, Autor (2015: 5) noted that debates about automation ‘tend to overstate the extent of machine substitution for human labour and ignore the strong complementarities...that increase productivity, raise earnings, and augment demand for labour’. In other words, too much is made of the actual or potential job losses, and too little credit is given for the higher levels of output achieved through automation, and the corresponding new labour demand that is created elsewhere in the economy.

The labour market’s ability to adjust over the longer term is evident from the continued high level of employment today: ‘...two centuries of automation and technological progress have not made human labour obsolete.’ (Autor, 2015: 4)

Behind this observation is a cautious scepticism about the future of work. Impressive though they are, today’s myriad technological advances may not be more likely than those of yesterday to instigate the end of work.

Part of the challenge in making a balanced assessment of technology’s total impact on work is that job destruction is more prominent (and thus easier to observe) than job creation. The automation of a port or factory, and the consequent retrenchment of workers, is a visible sign of technology’s job-destroying potential. But the countervailing effects of these same technologies – both the jobs that are newly created for technicians and engineers, and the flow-on effects from their earnings to additional services that they purchase – are much less readily apparent, and harder to quantify. Indeed, the job-creating effects of technology are sometimes ignored altogether, even in highly-cited analyses (e.g., Frey and Osborne, 2013).

When both sides of the ledger are accounted for, technology’s long-term creative effects appear to exceed its destructive effects. Using 144 years of data for England and Wales, economists from Deloitte concluded that technology has been a net creator of jobs, even though the discussion of its effects tends to emphasise the destructive side (Stewart et al., 2015). By raising labour productivity, new technologies increase real incomes and, in turn, stimulate demand for new goods and services. Over long periods, these authors argue, this demand-inducing effect of technological change more than offsets the initial job losses, and society as a whole becomes more prosperous. A further benefit is that, by displacing human workers from jobs that are more hazardous to health, such as mining and farm labouring, technology can reduce the costs of work-related injuries and deaths (Stewart et al., 2015).

Atkinson and Wu (2017) also refute claims that contemporary technologies are unusually disruptive in their labour market impacts. Using historical United States Census data, they estimate the degree of occupational ‘churn’ for each decade from the mid-19th century to the present day. Their approach provides evidence of how stable (or volatile) employment growth patterns have been within and between broad occupational categories. Contrary to popular perception, they find that the United States is currently in a period of historically low occupational churn. The rate at which occupations are being created (and destroyed) has been on a downward trend in the United States since at least the 1960s. These authors also show that, since 1995, overall job security has improved: the rate of job loss relative to total employment has been falling (Atkinson and Wu, 2017: 17).

These results represent something of a ‘double-edged sword’. On the one hand, current technological developments may not be having an unduly large and destabilising effect on jobs...
or workers. On the other hand, this low degree of occupational churn may itself be a problem: it implies the slowing of a dynamic that has fuelled previous cycles of economic growth. The study’s authors call for a shift in focus:

‘Instead of fretting about technology eliminating jobs, we should be worrying about how we are going to raise productivity growth.’ (Atkinson and Wu, 2017: 23)

While historical perspectives on technological disruption are mostly reassuring, the notion that today we are approaching a very different sort of future – that ‘this time is different’ – has taken a hold of much mainstream discussion. The idea was popularised by Ford (2015) in his book, Rise of the Robots, which claimed that a variety of economic developments in the United States, including a persistent fall in the labour force participation rate since the early 2000s, had as their main cause: ‘advancing technology – and the resulting automation of routine work’ (p.51). By 2013, almost one in five Americans of ‘prime age’ (25-54 years) was outside the labour force, but population ageing and a severe recession were not fully responsible. Ford (2015) insisted that ‘something beyond simple demographics or cyclical economic factors is driving people out’ (p.43), and that the most compelling explanation was displacement caused by new information technologies (p.53).

Acemoglu and Restrepo (2017) conducted a more sophisticated econometric analysis along similar lines to the argument of Ford (2015). Their (unpublished) paper looks specifically at how the introduction of industrial robots – rather than automation more broadly – affected employment levels across the United States. For the period 1990 to 2007, these authors find that areas with higher exposure to robots also had lower employment. The estimated effect size is equivalent to 5.6 fewer workers (on average) for each new robot deployed, with the negative impacts being more strongly concentrated in jobs occupied by men (Acemoglu and Restrepo, 2017).

Although these sound like substantial employment losses, other authors emphasise that the aggregate effects of robotics are actually quite small when seen in a wider context. Mishel and Bivens (2017) contend that the effects of robotics implied by Acemoglu and Restrepo’s (2017) results were dwarfed by the impacts of increased Chinese import competition, which in their estimation caused four times as many job losses in the United States. Moreover, Acemoglu and Restrepo’s (2017) study suggests that technological investments other than in robotics are neutral or positive for overall employment. The implication for Mishel and Bivens (2017) is that, while robots may be detrimental to particular workers and locations, intimations about a looming ‘robot apocalypse’ are overblown and distract attention from more important underlying causes of unemployment and wage stagnation.

The question of whether ‘this time is different’ is resurfacing again in light of developments in artificial intelligence (AI) (see earlier discussion, in Section 1). Could AI be the technology that finally brings us to the end of work? There have already been two high-profile attempts to answer this question, both instigated in and focused on the United States. A report from the Executive Office of the President recognised that ‘AI-driven automation’ might be more of a threat to human employment than earlier technologies, since: ‘[it] has unique features that may allow it to replace substantial amounts of routine cognitive tasks in which humans previously maintained a stark comparative advantage’ (The White House, 2016: 20). Further improvements in AI also mean that the spheres of work in which humans maintain a strong advantage are ‘likely to erode over time’. However, this report falls well short of predicting an end to work. Government policies and institutions would continue to be pivotal, and:

‘…ultimately, AI may develop in the same way as technologies before it...such that the bulk of individuals will be employed as they are today.’ (The White House, 2016: 21)
Another report, written by a specialist committee under the auspices of the US National Academies of Sciences, Engineering and Medicine (2017), also stresses the indeterminate nature of AI’s eventual impacts on employment. This uncertainty stems from the difficulty of predicting what new jobs and tasks might be created as the mix of technologies in use throughout the economy develops. As the committee noted:

‘…it is easier to anticipate how new technologies will automate existing tasks than it is to imagine tasks that do not yet exist and how new technologies may stimulate greater consumer demand.’ (National Academies of Sciences, Engineering and Medicine, 2017: 5)

This report does not foresee an imminent end to work, either. There would be continuing changes in workforce composition and skill requirements, as new technologies automate further tasks, but no net reduction in labour demand: ‘shifts within and across occupations will likely be much more economically significant than changes in the overall level of employment’ (National Academies of Sciences, Engineering and Medicine, 2017: 79). The committee further noted that outcomes for particular workers and for the wider economy depend not only on the technologies developed, but also on the manner of their adoption, with ‘complex interactions among technologies, organizations, skills, institutions, markets, culture, and public policies’ (National Academies of Sciences, Engineering and Medicine, 2017: 79).

As well as recognising the importance of other factors and policies that act in combination with new technologies, some leading commentators are also beginning to question the extent of ‘disruption’ that is actually occurring. An interesting alternative to the accepted wisdom is emerging to suggest that the current pace of technological change is, if anything, too slow. This argument hinges on evidence of mediocre recent productivity growth in the United States – a trend that is also evident in Australia.

Research from the Economic Policy Institute shows that the rates of average annual growth in labour productivity (and capital investment) are lower in the United States today than they have been for several decades (Mishel and Bivens, 2017). Similarly, but from within the highest levels of government, the former Chairman of the US Council of Economic Advisors said of artificial intelligence: ‘[My] biggest worry is that we will not have enough of it… we need to do more to make sure we can continue to make ground-breaking discoveries that will raise productivity growth’ (Furman, 2016: 14).

Such sentiments recall the paradox attributed to Nobel laureate, Robert Solow (1987), three decades ago: ‘You can see the computer age everywhere but in the productivity statistics’. Arguably, little has changed in the intervening years of technological progress. Thompson (2017) wrote: ‘The US economy currently suffers not from too much automation, but rather from too little investment in the sort of technology that would raise the country’s lacklustre productivity’. Similar arguments are made, even more stridently, by others (e.g., Weldon, 2017; Yglesias, 2015). What seems to unite all of these perspectives, regardless of how they view the current pace of technological progress, is an acceptance that human work in some form will remain a central feature of the economic and social order for the foreseeable future.

2.2 - Changes in the distribution of work

If we are not on the verge of an end to work itself, there is still the question of whether new technologies are altering the distribution of work, and threatening obsolescence for certain jobs or workers.

Among academic economists, it is now widely accepted that the labour market has become more ‘polarised’ in recent years, and that technological change has contributed to this process. As shown below and in the next section, this polarisation of outcomes is more pronounced in some countries than in others, but has been documented for most developed economies.
The idea of ‘polarisation’ implies a widening disparity in outcomes concentrated at the ends of a spectrum. In the case of the labour market, there have been gains for workers at both the upper and lower ends of the skills and earnings distributions, at the expense of workers located in the middle. The evidence of this change is most detailed in the United States but continues to emerge for other OECD countries. (We review Australian studies in Section 3.)

For the United States in the years from 1979 to 2012, Autor (2015) shows that employment levels generally grew in high-skill/wage occupations (e.g., technicians and professionals), as well as in low-skill/wage service occupations (e.g., personal care and cleaning), but declined in middle-skill/wage occupations (e.g., production workers and labourers) – consistent with the polarisation narrative.

Figure 1 depicts these trends for part of the same period (1980-2005), using the same three employment groups (high/middle/low) and data from the US Census reported by Autor and Dorn (2013). The graph shows how the share in total employment (based on hours worked) has evolved for the three broad skill groups since 1980, just prior to the large-scale adoption of personal computers that initiated the previous wave of workplace technological change. Polarisation is clearly evident, with a redistribution of employment away from the middle-skill category, and toward the low and high categories (the latter, in particular). From 1980 to 2005, the share of total US employment in middle occupations shrank from 59 to 46 per cent. In terms of employment volumes, most of the offsetting gains went to the high-skill category, which expanded by 9 percentage points, to 41 per cent of employment by 2005. The low-skill category increased its share by less (3 percentage points, to 13 per cent) but grew at essentially the same rate as the high-skill category, given its smaller starting size.3

Goos and Manning (2007) document a similar tendency toward ‘lousy and lovely’ jobs, over the two decades from 1979 to 1999 in the United Kingdom. Like in the United States, there were increases in the shares of employment at the top and bottom of the wage distribution and declines in the middle. The strongest gains were made by workers at the top end of the distribution over this time, including in several highly-paid information technology jobs such as software engineers, data processing managers, and computer analysts and programmers (Goos and Manning, 2007: 124).

A major comparative study also confirms the broad picture of job polarisation in Western European countries from 1993 to 2010 (Goos et al., 2014). Across the 16 countries studied, employment shares grew by 5.6 and 3.7 percentage points, respectively, in high- and low-paying occupations, and fell by (the corresponding) 9.3 percentage points in middle-paying occupations. Almost without exception, polarisation had occurred separately in each of the 16 countries (Goos et al., 2014: 2515).4

Most recently, the OECD’s (2017) Employment Outlook shows that employment polarisation has been occurring in most developed economies, to varying degrees, including Australia. Figure 2 shows OECD data on the extent of polarisation by region in the OECD group of countries. Polarisation is widespread, but particularly marked in much of Europe compared with North America and Japan. Polarisation is also evident across industries, as shown in Figure 3. The process is most advanced in manufacturing sectors where, historically, secure and well-paid employment was available for workers with low-to mid-level technical skills.

Technological changes, particularly automation enabled by improvements in computer and information technologies, are frequently implicated as causes of employment polarisation. These explanations rely on a distinction between skills

---

3 The change in total share for the high-skill category, from 31.6% in 1980 to 40.9% in 2005, corresponds to a 29% growth rate. The change in share for the low-skill category (9.9% to 12.9%) equates to a 30% growth rate.

4 The exceptions were small reductions in the shares of low-paying occupations in Finland and Luxembourg.
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Figure 1 - Job polarisation in the United States, 1980-2005

Source: Adapted from Autor and Dorn (2013, p.1556).
Notes:
1. 'High': Managers/professionals/technicians/finance/public safety.
2. 'Middle': Production/craft, transportation/construction/mechanics/mining/farm, machine operators/assemblers, clerical/retail sales.
3. 'Low': Service occupations.

Figure 2 - Job Polarisation in OECD selected countries, by region,1 1995-2015
(Percentage point change in share of total employment by skill level2)

Notes:
1. Southern Europe includes Spain, Greece, Italy and Portugal; Western Europe includes Austria, Belgium, Germany, France, Ireland, the Netherlands, Switzerland and the United Kingdom; Central Europe includes the Czech Republic, Hungary, the Slovak Republic, and Slovenia; Northern Europe includes Denmark, Finland, Norway, and Sweden; and North America includes Canada and the United States.
2. High-skill occupations include jobs classified under the ISCO-88 major groups 1 (legislators, senior officials, and managers), 2 (professionals), and 3 (technicians and associate professionals). Middle-skill occupations include jobs classified under the ISCO-88 major groups 4 (clerks), 7 (craft and related trades workers), and 8 (plant and machine operators and assemblers). Low-skill occupations include jobs classified under the ISCO-88 major groups 5 (service workers and shop and market sales workers), and 9 (elementary occupations).
Notes:
1. The figure depicts changes in the share of low, middle- and high-skill jobs (by two-digit ISIC Rev.3 classification) within each industry across selected OECD countries. The results are obtained by pooling together employment in each industry across all the countries analysed. The average industry polarisation is a simple unweighted average of changes in the shares of low-, middle- and high-skill jobs across industries.
2. The countries included in this chart are Austria, Belgium, Canada, the Czech Republic, Denmark, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Netherlands, Norway, Portugal, the Slovak Republic, Slovenia, Spain, Sweden, the United Kingdom and the United States.
and tasks that are either ‘routine’ (and thus readily substituted by computers) or ‘non-routine’ (and thus non-substitutable). This distinction relies on an understanding that computers are better suited to following a set of specific, pre-programmed (or at least identifiable) steps than they are at adapting to unpredictable events.

An important facet of the ‘routinisation’ hypothesis is its relevance to a broad spectrum of occupations. Many low-paid and conventionally ‘unskilled’ occupations nonetheless entail substantial non-routine elements, which complicates predictions about their susceptibility to automation. The routine/non-routine distinction allows a more nuanced understanding of jobs and skill requirements than a focus on earnings alone. The routinisation hypothesis also calls attention to ‘tasks’ as the building blocks of ‘jobs’. In this framework, a job can be thought of as a series of discrete tasks, which are more or less routine, and hence more or less automatable. What determines the susceptibility of a particular job to automation is the ease with which its core tasks could be taken apart in practice (whether this is socially and industrially permissible) or, alternatively, whether these tasks are best kept ‘bundled’ into a coherent job.

There is ample evidence that routine tasks and jobs are declining in relative importance – a development consistent with predictions about ‘routine-biased technological change’. An analysis for the United States by the Federal Reserve Bank of St Louis (Dvorkin, 2016) shows stark differences in employment growth patterns according to whether a job is classified as predominantly routine or non-routine. From 1983 to 2013, total employment in non-routine jobs roughly doubled. Importantly, this trend applied to all non-routine jobs, irrespective of where they were located on the wage distribution. Employment increased substantially for both ‘cognitive’ (mostly higher-paid) and ‘manual’ (mostly lower-paid) non-routine jobs. In contrast, employment levels were essentially flat over this thirty-year period for all routine jobs. The combination of these trends meant a substantial shift in employment shares away from routine and toward non-routine jobs in the United States workforce over recent years.

An Australian analysis undertaken by the Reserve Bank of Australia (RBA) produced similar results (Heath, 2016). Their approach involves a simple reclassification5 of Australia’s eight major occupations into four categories, based on their underlying skill content, as follows:

1. Non-routine, cognitive: Managers, Professionals
2. Non-routine, manual: Community and Personal Service Workers
3. Routine, cognitive: Clerical and Administrative Workers, Sales Workers
4. Routine, manual: Technicians and Trades Workers, Machine Operators and Drivers, Labourers

By applying this schematic to ABS Labour Force Survey data, the RBA analysis estimates how the shares of total Australian employment in the above four skill categories have changed over the past 30 years. Figure 4 reproduces the RBA analysis. The shift away from routine employment and towards non-routine employment is clearly shown. Routine jobs of both types (cognitive and manual) have been in decline, whereas non-routine jobs of both types have been expanding. The largest gains have been for non-routine, cognitive jobs while the largest losses have been for routine, manual jobs. Over the whole period shown in Figure 4, the share of Australian employment in non-routine occupations increased from 33 per cent to 47 per cent. The RBA suggested that ‘the Australian workforce may have a comparative advantage in many occupations in the non-routine category because of our relatively high education levels’ (Heath, 2016: 3).

Whether or not this process of ‘routine-biased’ employment change has been mainly driven by technological developments remains a subject of debate. One of the leading adherents of the routinisation hypothesis notes that there are
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5 Correspondence with the RBA indicates that the analysis can be refined by using more detailed occupational classifications (e.g., sub-major group, minor group, or unit analyses). Doing so results in some minor changes to the shares of employment in each of the four derived categories, but does not alter the broad conclusions of the analysis.
complex interactions between technology and other business factors that ‘make it both conceptually and empirically difficult to isolate the “pure” effect of any one factor’ (Autor, 2015: 22). Baldwin (2016) makes a similar point, noting that advanced information and communication technologies have made it possible (and cost-effective) for firms headquartered in developed countries to outsource more parts of their production to low-wage developing countries. While this outsourcing certainly hurts many workers in developed countries, it is difficult to regard as wholly a ‘technology effect’.

Despite the continuing controversy over technology’s role in job polarisation, there is some emerging evidence of its primacy. In the same paper cited earlier, Goos et al. (2014) sought to measure the relative importance of technological changes and offshoring as drivers of job polarisation in Western Europe since the early 1990s. Their evidence suggests that ‘routine-biased technological changes were much more important than offshoring’ in explaining the hollowing-out of middle-skill employment opportunities across much of Europe (Goos et al., 2014: 2510). Other studies using different approaches and sets of countries come to similar conclusions about the contributions of technological changes and offshoring to polarisation (Michaels et al., 2014).

This still-developing body of research supports a view of technology as one of the major factors affecting the distribution of employment. However, clearly there are some major puzzles yet to be resolved here, given the contention of Mishel and Bivens (2017) noted earlier that import competition from China has done significantly more harm to US workers than the adoption of robotics.
An obvious next question is whether today’s emerging technologies will prolong or intensify earlier trends. Do the coming decades of technological change portend further polarisation and, if so, who will be the ‘winners and losers’ of this process?

By far the best-known and most widely-cited study of this kind is an unpublished paper by two University of Oxford academics (Frey and Osborne, 2013). Using data from the United States (rather than Britain), these authors calculate the ‘probability of computerisation’ for 702 detailed occupations, based on their inherent task content and expectations about how likely computers are to be able to do those tasks in a (vaguely-defined) foreseeable future – ‘perhaps over the next decade or two’ (Frey and Osborne, 2013: 44). The authors provide a probability of computerisation and a rank (out of 702) for each occupation. This probability ranges from near-zero (e.g., for therapists, surgeons and primary teachers) to near-certainty (e.g., for telemarketers and order clerks). Summing across occupations, the authors contend that ‘around 47 percent of total US employment is in the high-risk category’ – meaning their assessed probability of computerisation is greater than (the arbitrarily selected threshold of) 0.7 (Frey and Osborne, 2013: 38). While this conclusion has been widely repeated and relied on, the authors are clear about their own study’s limitations, underlining that they ‘make no attempt to estimate how many jobs will actually be automated’, and stressing that a host of other factors will influence how quickly substitution of human workers by computers occurs in reality, including ‘regulatory concerns and political activism’ and ‘engineering bottlenecks’ (Frey and Osborne, 2013: 42-43).

The substantive finding of the Oxford paper – that nearly half of all US employment is at risk from computerisation – has also come under considerable challenge from later research. A study from the Organisation for Economic Cooperation and Development (Arntz et al., 2016) uses data for 21 developed countries and finds a much lower risk of automation. On average across these countries, Arntz et al. (2016) estimate that just 9 per cent of all jobs (instead of 47 per cent) are likely to be at risk of automation over the timeframe suggested by Frey and Osborne (2013). There is little variation around this average on a country-by-country basis, with a maximum probability of 12 per cent (in Austria, Germany and Spain) and with most of the 21 countries having less than 1 in 10 of their overall workforces susceptible to imminent automation. The large disparity in the overall probabilities estimated by these two studies is a result of differences in assumptions about how the scope for automation of certain tasks translates into the displacement of whole occupations. While Frey and Osborne (2013) treat an occupation as ‘at risk’ if most of its inherent tasks could potentially be done by machines, Arntz et al. (2016: 8) argue that this overstates the immediate threat of displacement: ‘most occupations contain tasks that are difficult to substitute at least in the foreseeable future’.

This returns us to a point introduced earlier, and discussed at length by Autor (2015), about occupations as ‘bundles’ of tasks. The organisation of discrete functions into coherent jobs recognises that certain tasks are complementary and related. Enabling one or more of these tasks to be automated does not necessarily mean that the entire job is under threat or likely to disappear. Instead, the more likely outcome is a transformation in job requirements, and a shift in workers’ focus from older tasks to new ones. This potential for job redesign leaves some doubt about the high automation probabilities estimated by Frey and Osborne (2013) and others who use their method. There are confounding factors in the operation of labour markets and firms that their approach oversimplifies or ignores.
The OECD study by Arntz et al. (2016) estimates that a significant proportion of employees are in jobs that will be transformed – rather than destroyed – by impending technological changes. For the United States, they estimate that 25 per cent of workers are currently in jobs at risk of transformation, compared with a much smaller figure (9 per cent) whose jobs are at risk of being automated entirely. Their analysis includes Australia (see Figure 5), for which the prospects of job transformation similarly exceed the threats of job destruction. In all countries, this job transformation process appears to be an under-recognised feature of technology’s impact on the future of work.
3. The Australian context

Many of the emerging technologies described in Section 1 are essentially ubiquitous. Their disruptive effects are not confined by national borders or regulations, and indeed some of these technologies are facilitating more open borders. Labour markets are thus becoming more globally connected. Yet, at the same time, country-specific differences – including in population and workforce composition, labour market structures, and other institutions – continue to influence how (and how quickly) technological shifts are felt within particular locations.

This section examines the Australian context. It aims to establish how similar or different Australian trends have been to those documented in the previous sections for other major developed nations. We look at how the current technological paradigm shift is playing out for Australian workers, jobs and skill requirements. We highlight some distinctive Australian developments that do not seem to correspond with the patterns occurring elsewhere, and comment on why these differences may exist.

3.1 - Work endures in Australia, too

Human work, in one form or another, does not seem to have become any less important in the fabric of Australian economic life. Borland (2016a) calculates that, on a per capita basis, aggregate hours worked are similar today to what they were in the mid-1960s. There have been variations due to the business cycle, but no long-term reduction that could be seen as the result of earlier technological changes. Notably, the introduction of personal computers to Australian workplaces in the 1990s coincided with a prolonged increase in working hours.

Still, Australian commentary has its share of contemporary ‘end of work’ prognostications. The most dramatic is a recent study published as part of a larger report by the Committee for the Economic Development of Australia (CEDA). Applying the methodology of Frey and Osborne (2013) to Australian data, this study estimates that around 40 per cent of today’s jobs have a high probability of being automated in the next 10 to 15 years (Durrant-Whyte et al., 2015). However, by replicating the Oxford methodology and its inherent limitations, this Australian study opens itself to the same critiques discussed above. Most importantly, the estimate of a 40 per cent job reduction is not balanced by estimates of the future job growth prospects. As such, this study provides no information about the jobs that might emerge to replace the ones that are automated, or indeed how the task content of jobs might change to accommodate new technologies.

In another prominent Australian contribution, Dunlop (2016) also warns about the threat of widespread technological job destruction and the importance of adjusting public policy now to cope with its consequences. He argues that Australians should embrace new technology, but guard against its excesses and ‘externalities’, in part by debating the merits of radically different labour market and social-welfare policies, including ideas such as a universal basic income or portable learning accounts that support workers to gain bridging education at the point of transition between jobs and firms. Dunlop (2016) warns that, unless we build a new ‘social contract’ that is suited to the emerging technological paradigm, we will face the costs and damage to living standards of mass unemployment and extreme wealth concentration.

While the broad thrust of his prognosis holds, Dunlop’s work might be criticised as largely taking at face value the international estimates as a good indicator of what is in store for Australia. Moreover, it is not clear whether his general prescriptive analysis...
provides a sufficiently detailed ‘road map’ for how best to respond to these global challenges in a way that reflects the domestic economic and policy context that Australian policy makers and social actors face.

Our assessment, informed by the cross-national OECD analysis discussed earlier (Arntz et al., 2016), is that estimates such as those in Frey and Osborne (2013) represent an upper limit to the immediate change we are likely to observe. Once the likelihood of job transformation is taken into account – recognising that many jobs are likely to be impacted by automation, but not destroyed – the threat of automation-induced job losses is more subdued. While we do not doubt that a substantial proportion of Australian jobs and workers will be affected to some extent by impending technological changes, for most the impact will be different from and less dramatic than the elimination of their entire job and livelihood. We anticipate that many more will have to adjust to and cope with some shift in task responsibility and focus as machines become more proficient and cost-effective at certain tasks that humans do today.

Perhaps the best overarching advice is that we should try to imagine a very different kind of working world, without catastrophizing or presuming that ‘worst-case’ scenarios are inevitable. Finkel (2015) reminds us that, despite the extraordinary rate of technological change (and the comparatively slow pace of policy change), pessimistic visions of mass technological unemployment have been wrong time and time again. This view remains consistent with the Australian and international evidence, with national economies having by and large continued to generate sufficient (net) employment consistent with maintaining low levels of unemployment.

3.2 - The changing distribution of work in Australia

While the Australian evidence does not support claims about work disappearing, interesting changes have been occurring in how the work is distributed. There are changes in terms of who works, what is done, and how that work is rewarded. We attempt here to summarise the major changes, showing where possible how Australia compares, either to the US or to the group of developed economies in the OECD.

3.2.1 - The supply side: Who wants to work?

Work has enduring importance for well-being, but access to work is not evenly shared. Measures of how different population groups are participating in (or being excluded from) the workforce – and how these patterns may be changing – provide an indication of how technological changes and other forces are affecting economic opportunity.

The first question is whether the labour market is changing in ways that make accessing work more challenging for certain groups. In the US, Ford (2015) and others have called attention to a steep decline in the labour force participation rate (the percentage of the population employed or actively looking for work), as prima facie evidence that technology is reducing the overall demand for labour. Although it is difficult to be definitive about the causal connection made by Ford, other research in a similar vein has noted that this decline in participation is especially concentrated on men (in the US), suggesting that it may be related to the structure of industry and the increasing capacity of machine technologies to automate blue-collar jobs that were male-dominated (e.g., Autor and Wasserman, 2013).

To what extent has Australia followed the US trend of declining labour force participation? Figure 6 presents comparative data for both countries over the last 30 years, with men and women shown separately.

There are noticeable differences between the Australian and US experiences. For men, the fall in participation is especially pronounced in the US, and appears to accelerate after the Global Financial Crisis. Since 2013, the participation rate of US men has been below 70 per cent; in other words, three out of ten American men are outside the labour force today. The participation rate has also declined, but more gradually, for Australian men over this
period (by 4.7 percentage points, to 70.6 per cent in 2016). To illustrate the difference, if Australian men had the participation rate of their US counterparts, there would be 130,000 fewer men in Australia’s labour force today (assuming a constant population size). Further challenges lie ahead for men in both countries, if some of the forecast impacts of robotic technologies on male-dominated areas of work eventuate (Kaplan, 2015).

The differences for women are even more striking between the two countries, with Australia again comparing favourably. Rising female participation rates in the US plateaued in the mid-1990s and then began to fall in the GFC. By comparison, in Australia women have continued to enter the labour force in large numbers and their participation rate is now at a historical high (59.2 per cent in 2016).

Of course, labour force participation rates are also changing with respect to characteristics other than gender. Among the most important is age, with longer life expectancy and better healthcare leading to new opportunities for older work engagement.
In contrast, younger jobseekers face more difficult transitions into the labour force, with rising expectations relating to qualifications and work experience, and the fracturing of traditional career-entry pathways (Healy, 2015, 2016; Susskind and Susskind, 2015).

The legacies of these developments are seen in Figure 7, which shows the past 30 years of labour force participation rates by age in Australia and the US. Three broad age groups are chosen to illustrate the changes: younger (15-24 years), prime-age (25-54 years), and older (55-64 years).

The largest changes have occurred at younger and older ends of the age-participation spectrum. The participation rate of older Australians rose by more than 20 percentage points in the past 30 years, with most of the increase happening since the turn of the century. In 2014, the participation rate of older Australians overtook the comparable US rate for the first time, and has since continued to climb (to 65.2 per cent in 2016).

In contrast, participation rates have been retreating for the young. In the US, this decline began earlier and has been steeper than in Australia, although the
US losses appear to have stabilised in recent years. In Australia today, participation rates are very similar for younger and older people. In part, this reflects a preference – or, perhaps, the necessity – for young people to spend time acquiring formal qualifications in order to compete in an increasingly challenging job market. We discuss in the next section how employment opportunities have shifted with respect to educational attainment.

Overall, what emerges from these comparisons is that for the past three decades Australia’s labour market has generally outperformed the US. Where there were gains, Australia’s have been larger; where there were losses, Australia’s have been less severe. These comparisons suggest that the trajectory of Australian developments cannot be assumed to reliably follow the US path. For now, Australia seems to be weathering the effects of technological changes on labour supply better than the US – and is better placed to withstand further disruption, if and when it arrives.

3.2.2 - The demand side: What work is required?

The leading narrative about how technological changes influence employment outcomes is the ‘polarisation’ hypothesis discussed earlier. This posits a distinction between two main classes of tasks (routine/non-routine), which have different susceptibilities to displacement. The theory appears to be well supported by US empirical evidence showing a ‘hollowing out’ of the occupational structure in recent decades: employment growth has occurred for jobs that are non-routine, accompanied by a declining share of routine jobs (Levy and Murnane, 2013).

Australian evidence on the occupational and skills composition of employment over recent decades has produced somewhat more mixed results – which Wooden (2001) attributes largely to methodological issues. Nonetheless, the most recent of these studies suggests that our workforce has also been ‘hollowed out’ in a pattern similar to that experienced in other industrialised economies, albeit in a less pronounced fashion, and with the growth in employment tilted more toward high-skill jobs (Borland and Coelli, 2015). The composition of the Australian workforce has also shifted decisively away from routine jobs and towards non-routine jobs, especially non-routine, cognitive jobs – as documented in the analysis by Heath (2016) reproduced earlier, in Figure 4.

Another important Australian analysis of these developments has been published recently by Coelli and Borland (2016). For reasons of consistency and comparability, these authors match the Australian workforce structure to the detailed descriptions of skills required in different occupations from the comprehensive US Dictionary of Occupational Titles (DOT). This approach allows occupations to be ranked on the extent to which each requires three sets of tasks: abstract (analytical reasoning and interactive tasks); routine (manipulative or mental tasks undertaken within set limits or standards); and manual (unstructured physical tasks requiring bodily coordination). These three broad task categories are compatible with the four categories delineated by Heath (2016): with ‘abstract’ tasks matching non-routine, cognitive tasks; ‘routine’ tasks covering both manual and cognitive forms of this work; and ‘manual’ tasks standing for Heath’s (2016) non-routine, manual category of occupations.

Coelli and Borland (2016) then trace changes in the relative importance of their three task categories in the Australian workforce, using Census figures on employment by occupation dating back to 1966. They interpret changes in the occupational structure towards or away from particular task specialities as evidence of the changes in underlying labour demand for those tasks. Figure 8 reproduces the key graph from Coelli and Borland’s (2016) study, using their own estimates. It shows the trajectories of change in the measures of abstract, routine and manual task intensity, beginning from a common

---

7 In companion studies for Australia, Borland and Coelli note that the polarisation hypothesis does not assume symmetrical growth at both ends of the skills distribution. In most countries, the pattern has the appearance of a J-curve rather than a U-shaped curve, reflecting the tendency for net job growth in low-skilled occupations to be muted by comparison with high-skilled occupations (Borland and Coelli, 2015; Coelli and Borland, 2016).
Figure 8 - Changes in measures of occupational task content, Australia, 1966-2011

Source: Reproduced from Coelli and Borland (2016: 14). The authors made their data available for download as ‘supporting information’ to their published article (dx.doi.org/10.1111/1475-4932.12225).

Notes:
1. Definitions of the three task categories are provided in text.
2. The data in this graph was calculated in the following way: Each 4-digit occupation was given a percentile ranking (from 1=lowest to 100=highest) for abstract, routine and manual. An average percentile score for each task measure was then determined from the occupational structure of employment in 1966. These were all set to 50. Following this, the average percentile scores were calculated for each Census year relative to 1966. An increase from 50 implies that the employment structure has shifted towards occupations requiring above average level of the task, a decrease means that it has shifted away.

base in 1966 up until the last available figures in 2011. An increase (decrease) from the baseline implies stronger (weaker) demand for a task category.

The analysis suggests that occupations with high abstract task content grew substantially in importance, at the expense of occupations with high routine task content – a finding that is in line with other Australian evidence (Heath, 2016) and with US studies discussed earlier. However, in contrast to Heath’s (2016) evidence of a growth in non-routine, manual jobs, Coelli and Borland (2016) report a net reduction in the ‘manual’ task category since 1966 – although this decline seems to have halted since 2001. These differences leave us with some uncertainty about how the demand for non-routine, manual skills and workers has changed in the Australian labour market since the start of this century. While both the Heath (2016) and Coelli and Borland (2016) studies agree that there has been strong growth in demand for non-routine, cognitive tasks, the latter study offers less encouraging evidence of how non-routine, manual
tasks and workers have fared. Neither study settles the debate, and further analysis is needed of how the demand for manual labour responds to continued technological change.

There is little doubt, however, that attaining a formal qualification has become increasingly important for gaining entry to the Australian workforce. Twenty years ago, the majority of employed Australians did not have a post-school qualification – this was true even of those working full-time (ABS, 1996). Today, the composition of the workforce has changed dramatically, with increasingly higher levels of educational attainment, and substantially lower proportions of workers without post-school qualifications of some kind. Underlying skill demands have changed to the extent that it is now significantly more difficult for those who do not continue their education beyond secondary school to compete for work. As a result, these less-qualified Australians make up an increasing share of the population outside the labour force: people without a post-school qualification accounted for almost two out of three (65 per cent of) working-age Australians who were not participating in the labour force in 2016 (ABS, 2017a).

Figure 9 represents these trends graphically, using data from the ABS Survey of Education and Work collected twenty years apart in 1996 and 2016. The figure compares the share of employed Australians (aged 15-64 years) whose highest completed qualification is at each of the levels shown in these selected years. The shares of all post-school qualification types increased between 1996 and 2016, while the corresponding share without any post-school qualification declined sharply. In 1996, for instance, some 16 per cent of Australian workers...
had a bachelor degree qualification or higher. By 2016, this proportion had almost doubled, to 31 per cent. By far the largest increases occurred in terms of completed university-level qualifications: the proportion with a bachelor degree rose from 11 to 21 per cent, while the proportion with postgraduate degrees (Masters and Ph.D.) rose from 2 to 7 per cent. These developments suggest that the Australian labour market increasingly demands and rewards post-school qualifications, particularly university degrees, which is consistent with evidence of the occupational structure shifting towards more non-routine, cognitive jobs and tasks.

Shifts in educational and occupational demands arising from technological change and job destruction will also affect the distribution of earnings among those who remain employed. The US is distinctive for high earnings inequality – in large part a by-product of limited state intervention in regulating wages and employment conditions. Any ‘skill-biased’ effects of technological change will be amplified in such an environment, where workers with lower-level skills are unlikely to benefit from significant government assistance to bolster their living standards. The same technological effects, however, may be less strongly evident in Australia’s case, where major institutions and more extensive labour market regulation intervene in various ways to influence the final outcomes of market forces, even though here too we have seen the less-qualified portion of the workforce declining as a share of total employment.

Figure 10 examines two measures of change in the earnings distribution for Australia and the US over the last 30 years. The lines on the graph show two ratios, representing changes in the lower and upper halves of the distribution. First, the ‘50/10 ratio’ compares earnings for a worker at the median of the distribution (the middle or 50th percentile) with another at the 10th percentile (i.e., near the bottom). This ratio indicates to what extent the low-paid have kept up with or fallen behind the growth in earnings for an ‘average’ worker. Second, the ‘90/50 ratio’ looks at changes in the upper half of the distribution. This ratio indicates whether the average worker’s pay increased in line with that of an already well-paid worker near the top of the distribution (i.e., the 90th percentile).

The rise in US earnings inequality is clear from Figure 10. Consistent with the polarisation narrative, this rise occurred in both halves of the US earnings distribution. The earnings of well-paid Americans increased ahead of those in the middle, who in turn gained ground on those near the bottom. The result is a ‘fanning out’ of the distribution, with advantaged workers capturing a steadily growing share of total employment compensation in the US.

By comparison, the Australian experience indicates that earnings polarisation here has been largely kept in check. Over the past 30 years, there was some increase in top-half inequality in Australia (the 90/50 ratio), but nothing like the extent of change seen in the US. Perhaps even more importantly, there has not been any net change in bottom-half inequality (the 50/10 ratio). In the Australian workforce, in contrast to the US, full-time low-paid workers have not seen their earnings fall further behind the pack.

---

9 The trends are similar in the full-time workforce. Between 1996 and 2016, the share of full-time workers with a bachelor degree or higher doubled from 17 to 34 per cent.

9 The data are gross (pre-tax) weekly earnings for full-time workers. This measure gives an incomplete view of the earnings distribution, but avoids the complication of having to adjust earnings for differences in the hours worked by part-timers. The focus on earnings also ignores broader sources of inequality in non-market income (e.g. capital gains) and wealth. Whiteford (2017) discusses these different approaches to measuring inequality.
Broader measures of household incomes (as opposed to individual earnings, in Figure 10) tend to confirm the picture of lower and better-contained levels of inequality in Australia than in the United States. The ‘Gini coefficient’ provides one measure of inequality, ranging from 0 to 1, where 1 represents the highest possible level of inequality (all income accruing to one household). Using this measure of inequality, the latest results from the Household, Income and Labour Dynamics in Australia survey (HILDA) indicate that there has not been any widening of household income inequality for the last 15 years, with the Gini coefficient remaining stable at approximately 0.3 (Wilkins, 2017). This figure is substantially lower than the equivalent for the United States (0.4), although a longer time series using ABS income survey data does show Australian household income inequality increasing gradually since the early 1980s (Whiteford, 2017).

The trends in Figure 10 – and in other analyses of income inequality – further highlight the limitations of assuming that US trends apply to Australia. While
both countries have similar levels of technological sophistication, their labour market outcomes are quite different, and Australia has not seen the same extent of growth in employment or earnings inequalities as in the United States. This suggests that Australia’s institutions and regulatory environment can still substantially ‘mediate’ the effects of technological and demand shifts on labour market outcomes. These local institutions potentially include a wide array: minimum labour standards, social welfare policies, education and training systems, and so on. Whatever the individual effects of these institutions, their cumulative effect has seemingly been to curb any tendency toward wider disparities in outcomes, thus slowing the emergence of a more divided society.

The effects of new technologies are also experienced differently – or expected to differ – according to geographical location. Technological progress presents both an opportunity and a challenge for regional Australia. The opportunities stem from increased potential for connectivity, productivity and competitiveness of businesses and workers outside the cities (Regional Australia Institute, 2015). In one study of businesses in regional Queensland, for instance, participants saw better connectivity as an opportunity for workers to interact remotely and for businesses to access resources and markets outside of their immediate local ‘catchments’ (Smidt et al., 2015).

But while technological changes undoubtedly present opportunities to the regions, there are hurdles to overcome before these prospects can be fully realised. Access to fast, reliable and affordable digital infrastructure remains a problem in the regions, and this may restrict economic opportunities. A recent study reported that almost half of respondents in rural and regional Australia considered their internet access to be either ‘very poor’ or ‘inadequate’ (Vidot, 2016). The Regional Australia Institute (2016) reports that ‘digital literacy’ in parts of rural and regional Australia is significantly lower than in the cities, meaning that workers and businesses in these areas may be less equipped to seize the opportunities presented by some newer technologies.

There is also evidence to suggest that the automation of routine tasks will have a stronger impact on certain industries—including mining and agriculture—that have in the past provided significant employment in regional areas (Finkel, 2015; Smidt et al., 2015). The CEDA study noted earlier (Durrant-Whyte et al., 2015) suggests that the looming threat of automation for regional jobs is, in general, much higher than in cities. While some 40 per cent of all Australian jobs were found to be at high risk in this study, the figure for regional and rural areas is 60 per cent. Unless offset by strong employment gains in new industries, automation-related job losses on this scale would severely harm the economic viability of some Australian regional and rural centres.

3.2.3 - The practice: How is work done?

The future of work discourse is full of conjecture about how work practices and work organisation – the ways in which we work – are changing. However, particularly in Australia, discussion by labour economists, informed by aggregate statistical data, has tended to be sceptical about many of these claims. We have earlier cast doubt on headline-seeking speculation about ‘the end of work’, but even some other, less dramatic claims about changes in work practices have been found wanting for convincing statistical support.

Wilkins and Wooden (2014) review changes in the Australian labour market over two decades from 1993 to 2013 and call attention to several popular misconceptions about the nature and extent of change. A number of their findings are relevant for evaluating how technological changes may be reshaping Australian work practices. Among other things, they conclude that:

- Self-employment has not grown in prevalence over recent years – indeed, it has declined – as a share of the total workforce, relative to conventional ‘dependent’ employment. ABS
data show that employees have accounted for a steadily rising proportion of employment (from 80 per cent in 1991, to 83 per cent in 2016), and thus the share of all employed people who are owner-managers has declined. This evidence suggests that Australians today are not more likely than they were in the past to eschew employee jobs for self-employment. Many Australians do this, but they do not represent a growing share of our workforce.

• Among employees, the prevalence of ‘casual’ work arrangements (defined as the absence of paid annual and sick leave) appears to have stabilised since the turn of the century, at approximately one-quarter of employees (24 per cent in 2013, the latest figures available, compared with 25 per cent in 2000) (ABS, 2014). The more stable casual employment rate is somewhat at odds with claims about a continued rise in Australian job insecurity. For some employee groups, including women, the casual share has declined since the turn of the century (Wilkins and Wooden, 2014), although – as we discuss further below – it has continued to grow in other parts of the labour market, principally for young workers. As we show below, alternatives to casual jobs have become increasingly scarce for young Australians seeking to work, and this development reflects the loss of many entry-level, unskilled jobs consistent with past patterns of ‘routine-biased’ technological change.

• There is no evidence that Australian working practices (or employer expectations) are evolving to enable more workers to use advanced communication technologies to work more frequently from home (‘teleworking’). Instead, the latest data suggest that the incidence and ‘hours-intensity’ of teleworking has declined in Australia. We return to this evidence in Section 4.

Thus, although Wilkins and Wooden (2014) described the 1993-2013 period as ‘two decades of change’ for the Australian labour market, some important working practices have in fact been remarkably unaffected by broader economic and technological developments. Indeed, our extrapolations from the most recent ABS data indicate that the trends they describe for these two decades hold true for the subsequent period since 2013.

Two of the points made by Wilkins and Wooden (2014) deserve further examination. The first is their observation about the mix of employees and self-employed workers in the workforce. How do we reconcile their finding of a shrinking self-employed share with the almost-daily popular media coverage of a supposedly expanding ‘gig economy’?

The gig economy attracts attention in part because of its major operators’ insistence on engaging their workers as ‘independent contractors’ or ‘freelancers’, not as employees. Major platform companies, especially Uber and Deliveroo in Australia, have repeatedly defended the distinctiveness of their business models, the flexibility that this supposedly affords their drivers, and the need for their operations to be exempt from existing labour standards (including minimum wages, superannuation, and paid leave entitlements). The forthright way in which leading gig-economy firms challenge established labour practices would account for some of the strong interest in this segment of the workforce, even if it remains for the moment a relatively minor feature of the wider labour market landscape.

Another argument that is made is that major labour force surveys and related data sources simply do not adequately measure, and thus underestimate, the total volume of gig-based work. In Australia, this might occur because standard questions focus on respondents’ main job (that in which they do the
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10 This data source determines each worker’s ‘status in employment’ according to their main job – i.e., that in which they worked the most hours. Workers who supplement their main employee job with some additional hours in their own business enterprise are therefore not counted among the ‘self-employed’ on this measure.
most hours), potentially overlooking other work done ‘on the side’ for supplementary income, which is common for gig economy participants (Minifie and Wiltshire, 2016).

As part of a broader effort to link its employer and employee data, the Australian Bureau of Statistics recently released ‘experimental’ data on the prevalence of multiple job holding. The results (ABS, 2015) suggest that many Australians – some 1.9 million in the 2011-12 financial year – work several jobs concurrently. Some half a million workers (among those 1.9 million) had at least three concurrent jobs. Looking at working patterns across an entire year gives a different picture from the typical ‘snapshot’ of a week or month’s activities.

While it is too early to judge the scale of the gig economy from these experimental figures, more evidence of this kind needs to be assembled and monitored on a consistent basis to gauge whether this new kind of working is gaining a foothold in the Australian economy. It would be of particular interest to know more about the characteristics of gig workers and their earnings. Evidence of this kind could then be related to other findings about the jobs and workers displaced by automation and robotics – to see if gig-based work provides an avenue back into the workforce for those adversely affected by technological change.

The second point of interest in Wilkins and Wooden’s (2014) findings is that, following an extended period of growth as a proportion of total employment, casual employment has not become more prevalent in recent years. Since 1996, the casual share has remained at between 23 and 25 per cent of all employee jobs (ABS, 2014) (the latest available data are for the year 2013). Casual work has thus become a sizeable and entrenched component of the Australian workforce, but appears to have recently reached a plateau in its overall use.

While the observation of a stabilising casual share holds true for Australia in the aggregate, Rayner (2016) shows that it is not correct when the data are subdivided by age, as shown in Figure 11. This additional level of detail reveals the extent to which casual employment has grown specifically among young workers. By the end of the period shown in Figure 11, more than one in two young Australian workers (aged 15-24 years) were employed in casual jobs.

This development is of considerable importance and may herald a permanent change. The casualisation of work for young Australians is different from other trends, in that it has not been closely tied to the business cycle. Nor does it seem to be a response to any particular technological change, given that the increase has been steady and long-term. In part, the trend may reflect the extension of formal education later into life for more young people, and their preference to combine study with casual work. However, the increased reliance on casual workers may have deeper technological roots, if it reflects ongoing changes biased against routine, entry-level jobs. The loss of these jobs may have closed off some pathways into more stable employment for young jobseekers, leaving them with fewer alternatives to starting out in some form of casual job. For instance, the disappearance of many blue-collar factory jobs has left more young people who do not go on into post-school education with a limited set of choices between casualised work and welfare dependence. Even higher up the skill hierarchy, opportunities are shifting and narrowing for some young jobseekers as hiring processes adapt to new technologies. The legal profession is a well-known instance of firms scaling back their demands for entry-level graduates, whose former work locating reference documents and preparing case files can now be done by purpose-built algorithms (Susskind and Susskind, 2015).
Figure 11 - Casual employment rate in Australia, by age, 1992-2013


Notes:
1. Casual employees are defined as those without paid leave entitlements.
2. The casual employment rate is calculated as the proportion of employees in each age group without paid leave entitlements.
3. Calculations exclude employees who are owner-managers of their own enterprises.
4. Possible Futures for Work and Skills in Australia

4.1 - The challenge of prediction

A key challenge for policy makers, organisations and individuals is understanding how the future will unfold, and what its likely consequences will be. For social scientists, the task of predicting the future stretches accepted approaches to evidence and analysis that underpin the rigour with which retrospective data are used to test theoretically-derived hypotheses. Thinking about the future is problematic for this approach, since that there is no data about the future on which to draw. As a consequence, futurists and social scientists interested in understanding what the future might look like draw upon an array of methodologies – from trend analysis to examination of market leading technologies and trends, identification of ‘megatrends’, and scenario planning – as ways to bring some discipline to the difficult task of looking ahead.

Prospective analyses have been part of social science for a long time. Demographers, for example, project population growth over extended periods, which provides valuable information that helps governments plan investment in public infrastructure, housing, education and health. These projections require assumptions to be made about a range of factors likely to shape the actual trajectory of population growth, including birth and death rates, immigration, geographical mobility, and so on. City planners often face the challenge of projecting the future across a more diverse range of factors that shape the growth of cities, from population growth to investment flows and changing attitudes and lifestyle preferences.

Social scientists seek to overcome a number of different challenges in making predictions about the future (Schwartz, 1991). As we have noted, the absence of data and traditional forms of evidence is fundamental. Even with a finely-tuned approach to generating projections about future trends, predicting the future of an economy is extremely challenging, even over relatively short timeframes (Stewart and Williams, 1998). As the example of demographic projections suggests, one important reason why the future is so hard to predict with any accuracy is that it is shaped by intersecting forces. The greater the number and the more diverse are these forces, the larger the number of potential ways in which they can conceivably combine to create different possible outcomes. In the absence of any further means to discriminate between these alternative futures, some of which vary markedly from the present or from other possible futures, choosing the ‘most likely’ future entails an increasing degree of uncertainty (Godet, 2000).

Timeframes also pose a problem: predicting the future over more ambitious timeframes entails greater uncertainty and ambiguity about likely developments and outcomes. Time frames present inevitable trade-offs between the concreteness (or detail) with which it is possible to make future predictions and the confidence with which we can make them. For example, the available evidence and techniques for predictive inferences may allow us to extrapolate the probabilities with which particular general classes of jobs (or occupations) might be susceptible to automation, but predicting whether more specific classes are likely to be automated – let alone when, or in what locations – will introduce a higher probability of being wrong (Mietzner and Reger, 2005).

The upshot of these initial observations is that the available ‘evidence’ about the impact of technology (and other factors) on jobs into the future is based on assumptions and implicit uncertainty about the margin of error within which these projections are made. As we have seen, for example, with estimates of the likely impact of automation on the destruction of existing classes of jobs, these projections vary markedly and, over time, as the methodologies used to generate them have been refined, initial estimates have been adjusted significantly.
With this in mind, our conclusions about the implications of technology for jobs and skills are contingent on the best evidence available today. We have sought to weigh and judge this evidence, giving higher emphasis to the most robust information that is relevant to Australia. Our conclusions are themselves marked by some inherent uncertainty. For this reason, we consider the likely future trends at a general level, rather than attempting to make detailed projections.

4.2 - Implications of the shifting technological frontier for future jobs and skills

Guided by the available evidence, we can draw some broad conclusions about how new technologies, from robotics to AI, are likely to impact on four critical areas of the labour market. These are:

1. Job destruction and transformation;
2. Job creation, including job quality and the location of job opportunities;
3. How work is likely to be organised; and
4. The sorts of skills required to do jobs and to negotiate labour market transitions.

4.2.1 - Implications for job destruction and transformation

The question of how technology is likely to impact on job destruction has been the focus of both international and Australian research. The work of Autor et al. (2003) and Frey and Osborne (2013) has provided the foundational approach internationally, with subsequent studies drawing heavily on their work – both for the purpose of retrospectively estimating the past impact of technology on jobs, and prospectively to generate projections about its likely consequences in the near future.

These first estimates suggested that automation would have a highly destructive impact over a relatively short period of time. As discussed in Section 2, Frey and Osborne (2013), for example, estimate that 47 percent of workers in the United States were employed in occupations at high risk of automation – where ‘high risk’ was defined as an occupation which consisted of a bundle of tasks where more than 70 per cent could be automated. These authors estimate that a further 19 per cent of employees worked in occupations at medium risk of automation, defined as where between 30 and 70 per cent of tasks in the occupation could be automated. These estimates have, we noted, been replicated in the Australian context, and have influenced the perspective taken by both policy makers and other stakeholders interested in pre-empting and responding to the consequences of such changes. Ensuring these estimates reflect the reality of changes happening is thus critical.

Subsequent estimates produced by Arntz et al. (2016) suggest that a significantly smaller proportion of jobs are at high risk of automation. These new estimates seek to account for more detailed analysis of tasks within jobs, as well as variation between individuals in the bundle of tasks undertaken within a particular job category. For the United States, Arntz et al. (2016) estimate that slightly less than 10 per cent of workers are currently employed in jobs at high risk of automation – while around 25 per cent are at medium risk. These jobs, they note, were more likely to experience significant transformation, whereby some tasks which could be automated would be ‘unbundled’ from existing jobs, and the remaining task content of those jobs would be reconfigured – without the job in its entirety disappearing.

Arntz et al. (2016) provide estimates for OECD countries, including Australia. Currently, their estimates offer the most robust indication of the likely effects of AI and automation on patterns of job destruction in Australia. As Figure 5 above shows, they estimate that around 7 per cent of Australian workers are in jobs at high risk of automation, while a further 26 per cent are at medium risk. Again, these estimates are significantly more modest than earlier estimates reported for Australia. They are, however, consistent with the research estimating current rates (and patterns) of job destruction and creation reported in Section 3, which indicate a high
degree of continuity with prior episodes of economic disruption and restructuring.

Overall, then, the evidence indicates that, at present, AI and automation have had modest impacts on the rate of job destruction. The estimates reported by Arntz et al. (2016) – the most reliable attempt to estimate the likely future impact on jobs – suggests that this is likely to be sustained in coming years, with a modest but discernible increase in the rate of job destruction, at worst. Although this is difficult to estimate with any certainty, the current rate of destruction – and perhaps the pattern of job destruction – associated with automation may alter as AI develops. At this stage, though, there is no basis on which this change can be estimated.

The available evidence is consistent with a conclusion that there is a more marked impact on the overall pattern of job destruction. However, the evidence does not suggest that there is a linear relationship between skill and the risk of automation, as is often assumed, with the probability of destruction decreasing with higher levels of skill required. Coelli and Borland (2016) describe the relationship as ‘J-shaped’, with automation being associated with a significant net increase in employment in higher-skilled jobs and a more modest net increase in low-skill employment.

4.2.2 - Implications for job creation

The implications for job creation are much more difficult to quantify and have been subject to more limited consideration. Nonetheless, official projections on employment growth provide some indication as to the industries, occupations and regions that are likely to generate job growth in the near future. Below, we report the most recent projections for shares in employment growth (i.e., the proportion of new growth accounted for) by industry and occupational group in Australia over the five-year period to 2020 (Figures 12 and 13).

Projected shares in employment growth vary widely across industries (Figure 12). Most of the employment growth is expected to be generated in a small number of industries, the most important of which include: Health and human services; Professional, scientific and technical services; Education and training; Retail; Accommodation and hospitality; and Construction. Negative job growth, as a share of total projected growth, is expected to occur in Agriculture, forestry and fishing, and in Manufacturing. Those industries where employment growth is projected to be concentrated are not all ‘hi-tech’ or technologically intensive sectors; rather, they are a mix of advanced and service settings where personal service is a critical element of delivery. Nor are all these industries viewed as ones with a high concentration of skilled jobs; instead, they contain a mix of high and lower skills jobs.

A similar pattern emerges when considering job growth by occupational group (Figure 13). Here, we report projections at the most aggregated level; however, each of the occupation groups can be viewed as a proxy for skill levels, with skills requirements generally declining from the category of Managers down to Labourers. Although these projections suggest that higher skilled occupations will, on average, contribute a large share of the total employment growth, growth is nonetheless projected to come from a broad mix of occupations and skills (except for the final group, Labourers).

4.2.3 - Technology, automation and the diffusion of telework

Virtual work arrangements emerged in the mid-1970s, typically in the form of ‘teleworking’, but their diffusion was limited by technological and other constraints. Gallup’s annual work and education
survey in the US indicated that the adoption of teleworking remained low until well into the 1990s. In 1995, just 9 per cent of the US workforce reported having used telecommuting at any stage of their working lives. However, in the subsequent decade, this figure rose to around 30 per cent; and the latest Gallup Work and Workplace survey (2016) estimated that 37 per cent of US workers telecommute for at least some part of the working week.

Based on a larger representative sample of the US workforce, the American Community Survey conducted by the US Census Bureau (2015) reported that around one quarter of American workers engaged in some form of telework, with around 3.7 million workers (2.5 per cent of the workforce) working at least half their week from home. Notwithstanding the growth in virtual work practices, the evidence also suggests that the diffusion of such practices remains well below the possible virtual work arrangements that are offered by organisations. In other words, many employees feel hesitant to engage in virtual work. Analysis of the American Community Survey suggests that more than half of all US jobs are amenable to some form of telework. This gap between the potential and actual practices requires empirical research in order to better understand from the employee perspective the facilitators of and barriers to implementing virtual work practices.

There are fewer sources of Australian data on telework, with the best evidence coming from the Household, Income and Labour Dynamics in Australia (HILDA) survey. Figures 14 and 15 show aspects of the HILDA evidence on telework, drawing on all the available waves of data spanning the past 15 years.

---

![Figure 14 - The incidence of working from home, 2001-2015](image)
The first point of note (shown in Figure 14) is that there has not been a recent increase in the incidence of telework consistent with any widespread shift in working patterns. In 2001, some 28 per cent of Australian employees reported ever working some of their hours from home. By 2015, this proportion had changed little, at 25 per cent. Nor has there been a surge in the proportional importance of teleworking when expressed in terms of working hours. On the latest HILDA data, approximately 7 per cent of all working hours were done at home in 2015, a slight reduction from the estimated 10 per cent done in 2001.

The second main point (represented in Figure 15) is that the majority of workers who do some telework do relatively few of their few hours at home. In 2015, according to HILDA, nearly half (46 per cent) of all teleworkers did 1-5 hours at home, and another substantial proportion (25 per cent) did 6-10 hours at home. The proportion of teleworkers doing full-time hours (i.e., 35 or more) appears to be quite low (about 7 per cent in 2015).

While these figures suggest that teleworking is an enduring and non-trivial feature of the Australian labour market, they do not lend any weight to suggestions that this variety of work is becoming more prevalent in Australia over time – or that it is somehow displacing more conventional workplace-based arrangements and expectations. Only a minority of Australian workers enjoy the flexibility to work from home, and even these workers appear
mostly to work a small number of their hours at home. For most, the expectation to attend a workplace outside their place of residence remains.

4.2.4 - Implications for skill requirements

Our analysis suggests that much of the public discussion of technology’s impact and threat has been fuelled by speculation about the rate of change and disruption that is perhaps unwarranted. Given both the current trends we observe and more recent estimates, the immediate impacts of AI and automation are likely to be more modest than is widely supposed. This suggests then that the consequences for what types of skills are likely to be required by employees into the future need to be considered against the actual trends and these more modest expectations of change.

There is limited evidence on how AI and automation are likely to alter skill requirements for specific jobs or occupations. Generally, however, the evidence indicates that it will have mixed effects (Cunningham et al., 2016). Some technological developments are leading to increased demand for higher-order technical skills across a broader range of jobs, especially ‘STEM’ skills (science, technology, engineering and mathematics). There are also new demands for the range of skills associated with the HASS disciplines (humanities, arts and social sciences), including problem solving, and interpersonal and relationship skills associated with working in teams. Yet, for other jobs – especially those in which particular tasks are subject to automation – technology is leading to deskilling.

In an innovative approach to establishing what types of skills are required to undertake different types of jobs, the Foundation for Young Australians (FYA, 2016) examined the skill requirements sought by employers when seeking to fill new positions. This study analysed the content of more than 2.7 million job advertisements posted in Australia between July 2014 and June 2016, covering 625 detailed job categories for which at least 50 jobs were advertised over that two-year period. From this analysis, FYA identified seven ‘job clusters’, with each having a common set of core technical and enterprise skills (see further descriptions in Table 1). Interestingly, of the seven clusters, FYA projected that ‘carers’ have the strongest employment prospects and the lowest risk of automation, consistent with the view that the future labour market will place a higher value on interpersonal and human-to-human skills.

FYA concludes that these common sets of skills imply a capacity of individuals to be highly mobile across jobs within a job cluster, and varying levels of immobility between jobs in different job clusters. The identification of common skill sets across these clusters, however, also suggests that the barriers to moving between jobs in different clusters may not necessarily require individuals to gain an entirely new qualification. This observation suggests considerable scope for using recognition of skills gained through prior learning and experience to enable individuals to shorten the periods of formal training required to gain a mandatory or job-relevant qualification. The scope for workers to move laterally across broad job clusters also suggests that there is likely to be growing demand for (and value in) modular or ‘micro’ forms of qualifications that can be reconfigured and augmented to fit with emerging skill requirements in related or entirely new (but compatible) occupations.

4.3 - Future Labour Market Scenarios

For most of the preceding discussion, we have looked back at technological and workforce changes in the past to draw plausible inferences about what lies ahead. We now attempt to gaze more explicitly into the future, using the technique of scenario planning to imagine and contrast multiple potential futures simultaneously. Scenario planning is a widely-

---

11 While this is clearly a large sample, the online marketplace does not cover the field of job advertisements. One of the largest players, Seek, claims to account for one-third of all job matches in Australia (Seek, 2015), implying that many people find jobs through other means.
<table>
<thead>
<tr>
<th>Job cluster</th>
<th>Occupations</th>
<th>Technical skills</th>
<th>Enterprise skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘Generators’</td>
<td>Sales reps, retail supervisors, café managers, hotel managers, bank managers, entertainers, interpreters, airline crew.</td>
<td>Business development and sales support, managing sales relationships, customer relationship management, contract management.</td>
<td>Communication skills, building effective relationships, customer service, planning, time management, digital literacy.</td>
</tr>
<tr>
<td>‘Artisans’</td>
<td>Machinery operators, landscape gardeners, electricians, crop &amp; livestock farm workers, plumbers, and carpenters.</td>
<td>Workplace health and safety, machinery operation, first aid, inspection, contract management, forklift operation, hand and power tools operation, welding, plumbing, carpentry.</td>
<td>Detail-orientation, planning, problem solving, digital literacy, capacity to train others, communication skills, team work.</td>
</tr>
<tr>
<td>‘Carers’</td>
<td>GPs, social workers, childcare workers, fitness instructors, surgeons, counsellors and beauty therapists.</td>
<td>Screening, first aid, patient care, cleaning, occupational health &amp; safety, data entry, case management, clinical experience, rehabilitation, child protection, psychology, therapy.</td>
<td>Communication skills, team work, teaching, customer service, problem solving, research, planning, time management, detail-orientation.</td>
</tr>
<tr>
<td>‘Co-ordinators’</td>
<td>Bookkeepers, printers, fast food cooks, bus drivers, furniture removalists, law clerks, receptionists and car park attendants.</td>
<td>Data entry, contract management, word processing, invoicing, scheduling, food safety, cooking.</td>
<td>Time management, detail-orientation, digital literacy, communication skills, team work, customer service.</td>
</tr>
<tr>
<td>‘Designers’</td>
<td>Architects, electrical engineers, clothing patternmakers, food technologists, building inspectors, product testers, industrial engineers, geologists and draftspersons.</td>
<td>Contract management, procurement, inspection business process, scheduling, civil engineering, concept development, construction management, estimating, computer-aided design.</td>
<td>Problem solving, digital literacy, planning, quality assurance, project management, time management.</td>
</tr>
<tr>
<td>‘Informers’</td>
<td>Primary and secondary school teachers, economists, intelligence officers, accountants, policy analysts, physicists, solicitors, organisational psychologists, museum curators, and HR advisers.</td>
<td>Data analysis, report writing, financial analysis, risk management, policy development, curriculum development, lesson planning.</td>
<td>Communications skills, written communication, teaching, problem solving, creativity, research, detail-orientation, project management, digital literacy.</td>
</tr>
<tr>
<td>‘Technologists’</td>
<td>Programmers, software engineers, database administrators, web designers and ICT business analysts.</td>
<td>Programming, coding, designing, analysis</td>
<td>Communication skills, customer services, team work, detail-orientation, planning, quality assurance, project management.</td>
</tr>
</tbody>
</table>

Source: Adapted from FYA (Foundation for Young Australians) (2016), Exhibits 2, 4 and 5.
used tool that has the advantage of opening its assumptions to scrutiny. This transparency is intended to foster discussion and to avoid the biases associated with some other forms of prospective analysis.

Several recent scenario-based studies provide relevant information. Rather than developing our own separate scenarios here, we attempt instead to provide a discussion and synthesis of the following selected, key studies that have described possible futures for jobs, skills and the labour market.

We first outline the findings of three major international reports from different jurisdictions:

- From Europe: *The future of work: The meaning and value of work in Europe* (Méda, 2016) – a report prepared under the auspices of the International Labour Office (ILO);
- From the United Kingdom: *The Future of Work: Jobs and Skills in 2030* (UKCES, 2014);
- From the United States: *Shift: The Commission on Work, Workers, and Technology* (Shift, 2017)

These reports each contain a number of scenarios: some are optimistic, some more mixed, and some pessimistic. Table 2 summarises and compares these scenarios. We discuss each in further detail below, categorised (in our judgment) as optimistic, mixed, or pessimistic.

We then attempt to bring the discussion closer to Australian circumstances, by considering the scenarios from a notable recent report by the Commonwealth Scientific and Industrial Research Organisation (CSIRO) (2016), entitled *Australia 2030: Navigating Our Uncertain Future.*

These four reports differ slightly in their purposes. Some offer scenarios for the quantity of work that might be available in the future and how workers might be engaged to do it, while others are concerned with what kinds of industries might dominate and how they would shape the future labour market. Nevertheless, there is enough overlap in these reports and their scenarios—all of them emphasising the impacts of technology on the economy and the labour market—to provide a basis for useful comparisons.

### 4.3.1 - International Scenarios

#### Optimistic scenarios

Both the Méda (2016) and Shift (2017) reports contain scenarios that are largely optimistic. In the first case, this scenario is called ‘Ecological Conversion’ and describes a world in which full employment, quality work and environmental stability have become mutually enforcing ideals. This scenario proposes that, contrary to some suggestions, widespread job losses and dramatic increases in prices are not the necessary corollary of environmental sustainability. Instead, it imagines a labour market that has been remade with an emphasis on worker autonomy and more personalised economic relationships, like those described by Crawford (2009). In this scenario, the world of work is transformed, so that:

‘...our guiding light will no longer be the indicator calculating in exclusively monetary terms the greater amounts produced and the added human value, but physical, biological and social markers of the goods produced to satisfy social needs, framed in social and environmental norms compatible with the reproduction of society.’ (Méda, 2016: 21)

There is some overlap between this optimistic scenario and the one from the Shift (2017) report. Titled ‘Go Economy’, this scenario describes a world in which there is sufficient work and where jobs, rather than fragmented task-based ‘gigs’, form the basis of how that work is done. In these ways, the jobs and labour market envisaged in the ‘Go Economy’ would be similar to those described in the ‘Ecological Conversion’ scenario: secure, meaningful work with an emphasis on minimising any sense of alienation workers may experience from their labour.

These two scenarios have different emphases, however. ‘Ecological Conversion’ describes a world in which environmental sustainability has been achieved through a more craft-based, artisanal labour market. In contrast, ‘Go Economy’ stresses the importance of technological advancement...
Table 2 - Scenarios of the future: a comparison of major reports

<table>
<thead>
<tr>
<th>Report (Country)</th>
<th>Optimistic</th>
<th>Mixed</th>
<th>Pessimistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shift: The Commission on Work, Workers and Technology (US)</td>
<td><strong>Go economy</strong>&lt;br&gt;A technology-driven economy in which people embrace connectivity in every area of their lives and look for ways that machines can extend their capabilities through data platforms, electronic devices and virtual reality.</td>
<td><strong>Jump Rope economy</strong>&lt;br&gt;A strong economy creates an abundance of opportunities for work, but in the form of discrete tasks, not ongoing employment in jobs.</td>
<td><strong>Rock, Paper, Scissors economy</strong>&lt;br&gt;A community-based, local, and sustainable economy that prioritises work in person-to-person interactions. Overall, the quantity of available work has declined, but it is allocated as more discrete, paid tasks, not jobs.</td>
</tr>
<tr>
<td>The Future of Work: The Meaning and Value of Work in Europe (Eur)</td>
<td><strong>Ecological Conversion</strong>&lt;br&gt;Environmental sustainability is prioritised, growing trend towards niche forms of production, ‘green’ products &amp; services, and job sharing. Will also involve significant transition costs as some unsustainable sectors are shut down or significantly diminished, some sectors are transformed, and new, more sustainable sectors are created.</td>
<td><strong>Technological Revolution</strong>&lt;br&gt;The acceleration of technological advances has disruptive effects but ultimately triggers economic growth and a profound change in the way work and production is organised.</td>
<td><strong>The Deregulated Economy</strong>&lt;br&gt;Economic forces and technological disruption generate growing pressure to deregulate markets and, in particular, dismantle labour law protections, to drive economic growth in an uncertain world.</td>
</tr>
<tr>
<td>The Future of Work: Jobs and Skills in 2030 (UK)</td>
<td><strong>Skills Activism</strong>&lt;br&gt;Technological innovation drives the automation of professional work leading to large-scale job losses and political pressure prompting an extensive government-led skills programme</td>
<td><strong>Forced Flexibility</strong>&lt;br&gt;Greater business flexibility and incremental innovation lead to modest growth in the economy – but this flexibility often results in less opportunity and weakened job security for the low skilled</td>
<td><strong>Innovation Adaptation</strong>&lt;br&gt;Against the backdrop of a chaotic global economy with faltering trade, and a stagnant economy, productivity is improved though a systematic implementation of ICT solutions</td>
</tr>
<tr>
<td>Australia 2030: Navigating Our Uncertain Future (Australia)</td>
<td><strong>Digital DNA</strong>&lt;br&gt;Australia experiences a dramatic shift towards digital services and a knowledge-driven economy made possible by the exponential growth of computing power and an increasingly connected world, and the wide range of new technologies this enables.</td>
<td><strong>Clean and Lean</strong>&lt;br&gt;Decoupling of economic growth and environmental sustainability has led countries to simultaneously pursue both objectives. Consumers seek out healthier lifestyles and Australia works with other economies to address carbon abatement, resource efficiency and sustainability.</td>
<td><strong>Mining and Dining</strong>&lt;br&gt;Australia’s economy benefits from a 2nd wave of the resources boom driven by growth and urbanisation in developing economies. Minerals, energy and food represent the majority of Australian exports and are the underpinning wealth generators for the economy.</td>
</tr>
<tr>
<td></td>
<td><strong>Weathering the storm</strong>&lt;br&gt;Global geopolitical instability increases, driven by climate change and regional conflicts over access to land, food and water. Tensions threaten to destabilise trade alliances and disrupt global supply chains, leading to prolonged global economic stagnation.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
and artificial intelligence and the increasing interconnectedness of workers at a global level.

**Mixed scenarios**

Across the four reports reviewed in this section, we consider most of the scenarios to be neither optimistic nor pessimistic but mixed in outlook. Indeed, we do not regard any of the scenarios in the UKCES (2014) report as optimistic. In our view, three of their scenarios are mixed. The first of these is called ‘Skills Activism’. This scenario foresees a world in which technological change has driven the automation of work, including of skilled jobs, to the point of widespread technological unemployment. As a result, political pressure—which takes the form of ‘skills activism’—mounts on government to rebuild the labour market, which it does through significant investment in a skills programme. So, while this scenario shows a beneficial outcome in the long run, it is characterised by significant medium-term social and economic upheaval.

A number of scenarios share a concern for the continued fragmentation of jobs into tasks. In its ‘Rock, Paper, Scissors Economy’ scenario, the Shift (2017) report envisages a decline in the overall quantity of work, and increasing reliance on time-based tasks (‘gigs’) rather than jobs. This scenario is not wholly pessimistic, however; it also anticipates a more sustainable economy of community-based local networks appearing in place of the traditional labour market.

The two most similar of the ‘mixed’ scenarios are the UKCES (2014) ‘Forced Flexibility’ and Shift (2017) ‘Jump Rope Economy’. Both describe a future labour market characterised by insecure employment relations and fragmented tasks for those at the bottom of the skills distribution. Both of these scenarios anticipate continued economic growth and sustained labour demand, but with employment opportunities and earnings becoming even further polarised between those with and without high-level skills.

Also similar are the UKCES (2014) ‘Innovation Adaptation’ and Méda (2016) ‘Technological Revolution’ scenarios. Each of these foresees technology having a dramatic impact on the labour market, triggering profound changes in work organisation. Both describe a future in which a stagnant economy is revived through the ongoing uptake of new information and communication technologies. For employees, the outcomes are mixed (and again divided), with reduced job security for many, but improving opportunities for the highly skilled. The Méda (2016) report points out that, although this sort of scenario is frequently discussed, too little consideration is generally given to the likely resistance that it would trigger from the many current workers whose jobs (and livelihoods) are displaced.

**Pessimistic scenarios**

Between the three international reports, there is perhaps the strongest convergence in their respective pessimistic scenarios. Each considers the emergence of a fundamentally weak future labour market, with fewer worker protections, endemic unemployment, and gaping social inequality. In the UKCES (2014) report, this scenario is called ‘The Great Divide’. This scenario describes a world in which rapid technological change has driven strong growth in a few sectors but has widened the gap between ‘haves’ and ‘have-nots’. It closely resembles the Shift’s (2017) ‘King of the Castle Economy’, in which the economy is dominated by large corporations employing a small ‘core’ of workers on secure terms, to the exclusion of broad sections of the population.

In this scenario:

> ‘The society splits into three classes: those who work in high-tech jobs at large, profitable companies... those who have full-time jobs protecting the people and assets in the corporate class... and those who perform on demand work, when it is available.’

(Shift, 2017: 13)

These scenarios are justifiably seen by both reports as paths to political and social unrest. Méda (2016) predicts similarly undesirable outcomes in a scenario called ‘The Deregulated Economy’, in which governments have actively dismantled labour market...
The importance of this scenario is its focus on the role of government policy choices in leading human societies away from (or toward) the less-attractive alternative visions of our future. Even when technological changes tend to draw societies in the direction of greater inequality and division, these tendencies are not inevitable or beyond control. Effectively targeted policy making can work to slow or resist some of these tendencies. Equally, however, as Méda’s (2016) pessimistic scenario makes clear, poorly-judged policies can magnify problems and lead even more quickly to unrest.

4.3.2 - Scenarios for Australia’s Future

The CSIRO’s (2016) scenarios on the future of the Australian economy and labour market can also be viewed broadly in terms of their optimism and pessimism. On the positive side, ‘Digital DNA’ is a sketch of a future Australian labour market in which there has been a drastic shift toward digital services and a knowledge-driven economy. This positive scenario emerges through continuing exponential growth in computer processing power and the increasing capacities of information and communication technologies. In this scenario, Australia is ‘stable, wealthy, and heavily connected into global supply chains and trade networks’ (CSIRO, 2016: 14).

‘Digital DNA’ differs from both the ‘Innovation Adaptation’ (UKCES, 2014) and ‘Technological Revolution’ (Méda, 2016) international scenarios, in that it envisions relatively few negative social impacts and externalities from pervasive technological advancements. For this reason, it is closest to the Shift report’s (2017) ‘Go Economy’ scenario.

CSIRO’s (2016) other optimistic scenario, ‘Clean and Lean’, portrays a possible future in which the imperative for economic growth has been subordinated to environmental sustainability. Coordinated global action on climate change, combined with consumer preferences for more sustainable lifestyles, gives rise to a new economy built on triple bottom line accounting—taking into account the economic, environmental and social impacts of decisions. In this scenario, a new labour market also emerges in which work-life balance and wellbeing are prioritised. The ‘Clean and Lean’ scenario for Australia closely mirrors the international ‘Ecological Conversion’ scenario (Méda, 2016): both envision an economy in which environmental and social considerations have much greater importance.

‘Mining and Dining’ presents a more mixed outlook. In this scenario, the Australian economy benefits from resurgent resource prices, driven by continuing rapid growth in developing countries. The mining and agricultural sectors benefit greatly at the expense of other sectors, such as manufacturing. Some high-quality jobs are created in growth sectors but other middle-class jobs disappear. Overall, the economy remains reasonably strong, but there are negative social impacts from growth, and further detriment to the environment.

The most pessimistic of the CSIRO’s (2016) scenarios is called ‘Weathering the Storm.’ This describes a world in which global geopolitical tensions, climate change and disrupted trade cause prolonged economic stagnation. In response, Australia expends substantial public and private resources building domestic production capacity to meet its own needs in areas such as manufacturing and electronics. Economic growth is slow, social cohesion is eroded and the environment suffers. The labour market in this scenario would be likely to resemble the more pessimistic international outlooks discussed above, with high unemployment, reduced worker protections, and deepening inequality.

4.3.3 - Key themes from the scenarios

One of the recurring themes from these various reports and scenarios is the importance of agency. To some extent, each report emphasises that the design of technology, and the responses to new technologies from labour market actors and social protections in response to technological disruptions.
policy makers, are ultimately human decisions. Government policies, along with the decisions of businesses, workers and their representatives, guide the direction and impacts of technological change.

In this context, there is a broad consensus about the enduring importance of public and private investments in human capital. Education and skills remain essential, as partial insurance against technological unemployment, as a basis for innovation and competition, as a contributor to individual resilience and adaptability to change, and as a bulwark against further deepening of inequalities in opportunity. A policy suite intended to capture the best of new technology, while cushioning against its negative consequences, would thus have education, skills and human capital development at its core.
5. Conclusion

In this report, we have sought to evaluate the available evidence relating to the impact of technological innovation on labour markets, occupations, jobs and skill needs.

The starting point for our evaluation was an assessment of how technological innovations have intersected with work organisation and the production of goods and services. Here, the evidence highlights an array of complementary technological innovations that appear to have increasingly disruptive effects on the world of work: the growing ubiquity of ICT, CBT and AI technologies, which together have generated a number of discontinuities in the way technologies have been developed and applied in industry, as well as technical advances in genomics, bioengineering and other areas, creating new sources of growth and value. These innovations are not simply technical ones, but have also reshaped business models across a range of sectors, creating new sources of value, undermining established models, and altering the basis of competition between firms within traditional sectors as well as creating new industries and sources of jobs for the future. A key concern within this literature is the extent to which these technologies have begun to displace humans in the workplace. While there is clear evidence that this trend has grown more prevalent in the context of routine jobs and production, automation has increasingly extended into more complex tasks and processes.

This concern has, in turn, spurred a strong interest in identifying the effects of such technological innovations on employment – both in terms of the amount of work available, and the potential ‘distributive’ effects of these technologies on the types and locations of work demanded. Notwithstanding early estimates suggesting that automation would have an overwhelming destructive effect in coming decades, more careful consideration of both existing trends, and more robust approaches to projecting these trends into the future, reveals a less dramatic impact of automation, with the most recent estimates suggesting that around 1 in 10 jobs are at high risk of full automation. By contrast, estimates indicate a significantly stronger effect on job and occupational transformation, as tasks that make up jobs and the skills required to do them are reconfigured to accommodate technological change. In assessing the pattern of job destruction, this more careful analysis reveals that other factors are also likely to play a significant role in shaping patterns of net employment growth – including the impacts of trade and investment in new productive capacity, which entails shifting employment opportunities from one location to another within global value chains. These developments are only shaped in part by technological forces and choices.

Our assessment suggests that the more profound consequences of technological innovations are likely to be manifest in the patterns of job creation and destruction. This is widely known as the polarisation or ‘hollowing-out’ hypothesis, with net job creation most concentrated in highly-skilled (and higher-paying) and low-skilled occupational categories. In understanding these patterns, it is important to be cautious in assuming that the trends are the same across countries. Although there are some remarkably common trends across different economic and institutional settings, the international data reveal the confluence of technological changes and its consequences varies considerably from country to country. This begs the question: what does Australian evidence reveal? In this context, it is perhaps important to keep in mind the particular trajectory of economic growth in Australian over the last decade or so, compared with other countries where the global financial crisis was associated with a significantly stronger adverse consequence for employment and growth.
Our assessment of the evidence concluded that over the last three decades the Australian labour market has generally outperformed the US (and other national economies), reflected in both higher labour force participation, especially among women and older cohorts, and more muted evidence of occupational hollowing out through the net destruction of mid-level jobs. Moreover, the evidence does not generally reveal marked shifts in employment patterns in areas we might expect to have observed, if technological changes were having dramatic effects – in terms of the growth of ‘atypical’ work arrangements, self-employment, or the prevalence of teleworking.

Nonetheless, the evidence points clearly to a marked shift in the patterns of job creation and destruction – as well as in the transformation of work. Across a number of Australian studies, there is a high degree of consensus that recent decades have seen a growing tendency for job destruction to be concentrated in both low- and mid-skilled occupations. More speculative analyses about the likely future of work using scenario planning have added store to the general belief that this trend will intensify in coming decades. We stress the need to be cautious in interpreting these scenarios as ‘facts’. As we have shown, the scenarios vary widely across the spectrum of positive and negative sentiment, and there is no strong basis on which to presume that any one of these scenarios necessarily represents the future. As any reflection on prior attempts to envision the future in this more open and speculative way suggest, scenario planning has its uses, but cannot be taken as a substitute for an evidence-based assessment of what is actually happening.

The developments that we describe have implications for skills, as a small but hopefully growing number of studies also demonstrate. This work addresses two separate but related issues: first, the attendant effects of automation on jobs that require different levels of skill; and, second, the extent to which new technologies are likely to reshape the bundles of skills required in different occupations and jobs. Insofar as patterns of job change are associated with hollowing out across the skills hierarchy, trend analysis leads us to anticipate further growth in employment at the extremities of the skills distribution. As for how technology is altering bundles of skills, two salient pieces of evidence cast light on what is happening: the first is the growing prevalence of STEM skill requirements across a broader array of jobs and occupations, and the second is the mixing of both STEM and HASS skills in many jobs that had previously required mainly one or the other type. Finally, the evidence shows that skills mixing may be associated with a reconfiguration of job clusters, with workers gaining new capacities to move between what were previously viewed as unrelated jobs.

What likely trends do we anticipate for the decades ahead? As noted, projecting scenarios into the future is hazardous for all sorts of reasons. Nonetheless, scenario-based planning does provide for some consideration of different possible futures. As our assessment of the most systematic attempts at scenario planning revealed, this approach also highlights that as individuals, members of organisations, and societies, we have considerable capacity to influence the trajectory and impact of technology on work and jobs.

Overall, our analysis shows the importance of trying to weigh both the negative and positive consequences of change and innovation on work and skills. This requires effort in a number of policy areas, including: labour market regulation, skills and education policies, and social welfare arrangements. The aim is to find a balance between minimising the adverse effects of technology on the quantity and quality of work, while promoting ongoing innovation and maximising the potential ‘upsides’ of the wave of technological innovations now underway.
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